Multi-Objective Optimal planning of Renewable Energy Sources & Electric Vehicle Charging Stations in Unbalanced Radial Distribution Systems using Harris Hawk Optimization Algorithm
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Abstract- This paper aims to examine the effect of the electric vehicle charging station (EVCS) loads on an unbalanced radial distribution system (URDS) voltage profile and losses. Further, to determine the optimal placement of EVCSs & Distribution Generator (DG) for mitigating the losses & improving the voltage profile Harris Hawk Optimization (HHO) algorithm proposes. HHO is a widespread swarm-based, gradient-free optimization technique based on the supportive action & hunting characteristic of Harris hawks in nature with numerous energetic phases of exploration & exploitation. The active, reactive power limits and different operational constraints of URDS consider while minimizing the losses. It observed that the unbalanced radial distribution network could survive the deployment of EVCSs at the vital buses up to a certain extent. However, the allocation of EVCSs at the weak buses of the network prevents the power system’s stable operation. The analysis performs on the IEEE 25 bus Unbalanced radial distribution network for the placement of EVCS & DG. In addition, HHO’s superiority in terms of convergence characteristics compares to other modern heuristic algorithms.
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1. Introduction

Overuse of fossil fuels, such as crude oil and gas in the transportation sector, leads to a drastic increase in temperature and excessive carbon release, resulting in the degradation of the environment. Global warming impacts the atmosphere by erratic rains and increasing temperatures. Many countries are encouraging the transportation industry by promoting battery-fed vehicles to reduce the emissions in their region. Electrification can be effectively applied in the transport sector by developing a solid infrastructure for efficient charging stations for electric vehicles. Adding an EV charging station to the system will consume more power, impacting the bus voltage & thermal stability [1]. To overcome the challenges faced by the utility and the customer, the charging infrastructure requires optimal allocation of the electric vehicle charging stations, Distributed Generation units (DGs) in the distribution network and optimal scheduling of EVs charging.

Mohsenzadeh et al. [2] used a Genetic algorithm for optimal planning of plug-in electric vehicle parking lots at different levels to improve system reliability and minimize the power loss and voltage drop. The algorithm is tested on a 33-bus radial distribution system (RDS). Ramana et al. [3] presented a methodology based on voltage index analysis & variational algorithm for solving the best location and size of DG in URDS. The practicality of the proposed method is confirmed by applied on IEEE 25 & 37 node URDS test feeders. Janamala et al. [4] proposed a future search algorithm for determining the optimal allocation of DG & EV fleets concurrently by considering techno environmental aspects of RDS. Sanjay et al. [5] used a hybrid grey wolf optimization algorithm for optimal placement and DG size. This algorithm is employed on IEEE 33, 69 & Indian 85 bus RDS to minimize the losses. Quadri et al. [6] introduced a comprehensive teaching learning-based optimization (CTLBO) to optimize the allotment of distributed generators in radial distribution systems for power savings and network loss reduction. Kayalvizhi & Vinod [7] anticipated a hybrid Grid-based
Multi-objective Harmony Search technique for optimum location of DG in RDS. Ali Jabbary & Hossein Shayeghi [8] proposed a firefly nonlinear innovative algorithm to optimize a distribution network's technical & financial indexes in the existence of different types of DGs. With the migration to PHVs, the electric grid’s limits, such as voltage constraints, losses are examined for a practical RDS in Ontario, Canada [9]. Modelling EVCS in an RDS can be used to investigate the consequence of EVCS on the electrical grid [10]. EVCS does not charge EVs the entire day, which is more involved during peak hours & planned according to the user's needs. These preliminary charging stations (CS) schedules in the RDS influence the power grid is easily assessed [11]. Using particle swarm optimization (PSO), an approach is provided in [12] to determine the best location of EVCS and the optimal capacity of EVCSs for URDS. M. Dixit & R. Roy [13] proposed a method based on the Particle Swarm Optimization with the Constriction Factor technique for optimal EV placement to minimize the power losses and enhance the voltage profiles. Gurappa et al. [14] recommended the ideal location of EVCSs & DGs in RDS to reduce EV user charge, network power losses, station development cost, & DG investment. A multi-objective hybrid shuffled frog leap-teaching learning-based optimization algorithm was proposed by Battapothula et al. [15] for optimal location & sizing of FCSs to minimize voltage deviation, Cost of DG, Power losses. MSK Reddy & K.Selvajyothi [16] presented a method to identify optimal locations of the charging stations to minimize the real power losses & improve the voltage profile and reconfigure the RDS using the PSO algorithm. Ermis et al. [17] proposed artificial bee colony, wind-driven optimization & gravitational search algorithms to address the optimal power flow problem. The suggested optimization algorithms are evaluated on a conventional IEEE 9-bus power system with voltage deviation reduction, active power loss minimization, and fuel cost minimization as objective functions. M. Yesilbudak & A. Colak [18] presented the constituents, benefits, risks, projects, and standards of smart grids briefly and showed a complete literature survey on the challenges and the solutions encountered due to the addition of renewable energy sources, electric vehicles & demand-side initiatives. 

According to the literature, most researchers focus on improving the placement of EVCSs/DGs for balanced RDSs. However, because the demand is dynamic, it is necessary to investigate the size and capacity of DG and the position of EVCS in URDS. In this study, the authors employed the HHO technique to identify the optimal placement and size of DG and the optimal location of EVCS in URDS. The efficiency of HHO is compared with particle swarm optimization (PSO), flower pollination algorithm (FPA), teaching-learning-based optimization (TLBO), Elephant Herding Optimization (EFO), Grasshopper Optimization Algorithm (GOA) & cuckoo search algorithm (CSA). A multi-objective planning framework is designed to determine optimal placement and sizing of EVCSs & DGs to minimize the power losses and improve the voltage profile. The simulations are performed on a standard IEEE 25-bus unbalanced test system.

2. Problem Formulation

2.1 Objective Function

The real & reactive losses are computed employing the load flow study by incorporating EVCS at optimum positions. 

\[
P_L(i) = \sum \left( \frac{(P_{\text{reff}}[i]+Q_{\text{reff}}[i]) R_{\text{call}}}{V_{ia}^2} + \frac{(P_{\text{reff}}[i]+Q_{\text{reff}}[i]) X_{\text{call}}}{V_{ib}^2} \right) 
\]

\[
Q_L(i) = \sum \left( \frac{(P_{\text{reff}}[i]+Q_{\text{reff}}[i]) X_{\text{call}}}{V_{ia}^2} + \frac{(P_{\text{reff}}[i]+Q_{\text{reff}}[i]) R_{\text{call}}}{V_{ib}^2} \right) 
\]

Where, \(P_{\text{reff}}[q]\) = Active power distributed beyond the bus ‘q’.

\(Q_{\text{reff}}[q]\) = Reactive power distributed beyond the bus ‘q’.

2.2 Constraints

\[
P_{\text{supply}} + \sum_{k=1}^{NG} P_G_k = P_L = P_d \tag{3}
\]

\[
PR_k^{\text{min}} \leq P_G_k \leq PR_k^{\text{max}} \tag{4}
\]

\[
T_k^{\text{min}} \leq T_k \leq T_k^{\text{max}}, k = 1,2,3, \ldots, \text{nbus} \tag{5}
\]

\[
0.95 \leq V_G \leq 1.05, k = 1,2,3, \ldots, \text{nbus} \tag{6}
\]

\[
SL_k \leq SL_k^{\text{max}}, k = 1,2,3, \ldots, \text{nbus} \tag{7}
\]

Where, \(P_{\text{supply}} \) & \(Q_{\text{supply}} \) are active & reactive power supplied \(P_G_k \) are the active & reactive power injection from DG unit at bus ‘k’

\(P_d \) & \(Q_d \) are the active & reactive power of load demand

\(P_L \) & \(Q_L \) are the active & reactive power losses

\(T_k \) is the transformer tap position

\(V_G \) is the voltage at bus ‘k’

\(S_i \) is the apparent power losses.

\(NG \) is the number of generators

\(PR_k^{\text{min}}, PR_k^{\text{max}} \) are the active power output limits of DG.

\(T_k^{\text{min}}, T_k^{\text{max}} \) are the limits of the transformer tap position.

\(SL_k^{\text{max}} \) is the maximum apparent power

3. HHO for EVCS & DG Simultaneous Optimal Placement

The "surprise pounce" is the Harris hawk's primary method of catching prey. Several hawks strike from many directions while focusing on an imagined rabbit external shield. The attack can be completed quickly by grabbing an unsuspecting object in a few seconds, however depending on the target ability to flee and habits, the "surprise pounce" may
require many short-length, fast dives around the object more than a few minutes.

When the finest hawk bows down to target & becomes lost, the party members swap tactics, and one of them continues the hunt. The benefit of these supportive techniques is that the Harris hawks may chase the identified rabbit until it is exhausted, increasing its vulnerability. It will not regain its self-protective powers by distracting the escaping object. In general, HHO is divided into phases based on the “exploration” & “exploitation” of prey by Harris hawks, as well as surprise pounces and various attacking techniques.

3.1 Exploration Phase

A random position determines the hawk's position and several other hawks & is provided by eq.8. [20].

\[
P(t + 1) = \begin{cases} P_k(t) - a_3|P_k(t) - 2a_2P(t)| & x \geq 0.5 \\ (P_k(t) - P_m(t)) - a_3((b + a_4(up_{lim} - lo_{lim}))x & x < 0.5 \end{cases}
\]

(8)

Where P is hawk's location, \( P_k \) is the random location of a selected hawk, \( P_m \) is the point of an object, up\(_{\text{lim}} \) & lo\(_{\text{lim}} \) are the upper & lower boundaries of the study zone, \( a_1, a_2, a_3, a_4 \), and x are the arbitrary numbers in between 0 and 1. The \( P_m \) is a mean point of the current hawk’s group & calculated by using eq.9.

\[
P_m(t) = \frac{1}{W} \sum_{q=1}^{W} P_q(t)
\]

(9)

Where \( P_q \) is \( q^{th} \) hawk in the group & \( W \) is number of hawks.

3.2 Exploration to Exploitation

The nature of exploration may be shifted based on the intensity of the prey’s escape. The intensity of the target's desire to leave can be calculated as

\[
S = 2S_0(1 - \frac{L}{I})
\]

(10)

\[
S_0 = 2n - 1
\]

(11)

Where I is maximum no of iterations, \( S_0 \) is initial intensity created random in between 0 & 1, and n is a random number in between 0 & 1. When \( S > 1 \), the hawks to search in different parts. Otherwise, HHO appeared to promote local searches for the finest alternatives in the area.

3.3 Exploitation Phase

The hawk's position is modified based on the following scenarios in this state.

3.3.1 Soft Besiege

This can be noticed once \( q \geq 0.5 & |S| \geq 0.5 \). The hawk changes its location by using eq.12.

\[
P(t + 1) = \Delta P(t) - S|\Delta P(t)|
\]

(12)

Where S is the target's absconding intensity, \( P_q \) is the location of prey, \( \Delta P \) is the modification in the target location & current hawk location, and e is the diving energy. The e & \( \Delta P \) are calculated using eqs.13 & 14.

\[
\Delta P(t) = P_q(t) - P(t)
\]

(13)

\[
e = 2(1 - a_5)
\]

(14)

Where \( a_i \) is a arbitrary number between 0 & 1.

3.3.2 Hard Besiege

This can be seen as soon as \( q \geq 0.5 & |S| < 0.5 \). The hawk changes its location by using eq.15.

\[
P(t + 1) = P_q(t) - S\Delta P(t)
\]

(15)

3.3.3 Soft Besiege with Progressive Rapid Dives

This stage is take place after \( q<0.5 & |S|\geq0.5 \) and hawk's new location is formed as

\[
A = P_q(t) - S|\Delta P_q(t) - P(t)|
\]

(16)

\[
C = Y + \z \times \text{Func}(M)
\]

(17)

Where A & C are two freshly created hawks, \( \z \) is jumping strength, \( z \) is an M dimension arbitrary vector & Func is the flight function and may be calculated as

\[
\text{Levy}(m) = 0.01 \times \frac{m^\eta \tau^\eta}{\eta^\eta}
\]

(18)

Where \( \eta, \z \) are two arbitrary numbers and \( \tau \) is defined as:

\[
\tau = \left( \frac{r^{(1+\gamma)} \sin(\frac{\pi}{2})}{r^{(1+\gamma)} \gamma^2 + 2 \gamma^2} \right)^\frac{1}{\eta}
\]

(19)

Where 'Y' is equal to 1.5. The location of hawk is altered during eq 20 in this stage.

\[
P(t + 1) = \begin{cases} A & \text{if } F(A) < F(P(t)) \\ C & \text{if } F(C) < F(P(t)) \end{cases}
\]

(20)

Where F is the objective function, A & C are two results generated from eqs16 & 17.

3.3.4 Hard Besiege with Progressive Rapid Dives

This can be seen once \( q<0.5 & |S|<0.5 \) and the succeeding new results are generated as
A = \( P_q(t) - S|\theta P_q(t) - P_m(t)| \) \( (21) \)

C = Y + z \times \text{Func}(M) \( (22) \)

Where \( P_m \) is the median location of the hawks in present group. The status of the hawk is consequently transformed as

\[
P(t + 1) = \begin{cases} \text{A} & \text{If } F(A) < F(P(t)) \\ \text{C} & \text{If } F(C) < F(P(t)) \end{cases} \quad (23)
\]

### 3.4 Flow Chart

This section shows the chronological stages involved in determining the optimal allocation of EVCS & DGs utilizing the HHO algorithm in Figure 1 [21].

### 4. Results & Discussions

The proposed optimization algorithm has been evaluated using the MATLAB program, implemented in a PC with Intel Core i5-4210U processor, up to 1.7 GHz and 8 GB of RAM. The simulations are performed on IEEE 25-bus unbalanced test system. The minimum and maximum limits of active power injection by a DG are 250kW & 400kW per phase with unity power factor, respectively. The limits of active & reactive power losses are taken as ±2.5% of the total load. The total power demand of EVCSs is mainly dependent on the number of charging points (CP) and their type. In this study, depending upon the type of the electric vehicle (EV) model and the number of CPs, the power demand of EVCSs is determined. The design features of CPs such as types of EVs that can charge at a time in a particular EVCS and their power ratings in kW, the minimum and maximum number of CPs for different EVs, and correspondingly the minimum and maximum power rating of CS. The details are given in Table 1.

This article offers the following summaries to address the impact of EVCSs and DGs on the system.

**Case 1:** URDS without integrating DGs and EVCSs.

**Case 2:** URDS with min & max CPs operated in EVCS & without integrating the DGs.

**Case 3:** URDS with optimal integration of EVCSs with min & max CPs operated.

**Case 4:** URDS with simultaneous allocation of DG & EVCS with min CPs operated.

**Case 5:** URDS with simultaneous allocation of DG & EVCS with max CPs operated.

Table 1: Design features of EVCSs for the simulation [22].

<table>
<thead>
<tr>
<th>EV Type</th>
<th>EV power rating (kW)</th>
<th>No. of CPs</th>
<th>Rating of CS (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Chevrolet VOLT</td>
<td>2.2</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>CHANG-AN YIDONG</td>
<td>3.75</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>Tesla Model X</td>
<td>13</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>BMW i3</td>
<td>44</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>SAE J1772 Standard</td>
<td>7</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>75</td>
</tr>
</tbody>
</table>

**4.1 Case 1: URDS without integrating DGs and EVCSs**

Line and load data of 3-\( \phi \) 25 bus URDS are given in [23]. A Single-line diagram of 3-\( \phi \) 25 bus URDS is presented in Figure 2. The base load of the system in a, b & c phases are 1073.3+j792 kVA, 1083.3+j801 kVA & 1083.3+j800 kVA, correspondingly. The minimum voltage appeared is 0.9371, 0.9381 & 0.9442 pu at bus 12, the total real power losses are 43.5924, 45.6421 & 34.3261 kW and the total reactive power losses are 49.9860, 45.5825 & 48.5777 kVAr in a, b & c phases respectively. The test system performance is given in Figure 3 & Table 2.
Figure 1. Flowchart of HHO Algorithm

Figure 2. Single line diagram of 25 bus URDS
4.2 Case 2: URDS with min & max CPs operated in EVCS & without integrating the DGs

The total power demand when EVCS is operated with the minimum number of charging points is increased by 419.7 kW and when operated with the maximum number of charging points, it is increased by 1049.25 kW.

When minimum number of Charging Points operated in EVCS, the real power losses are increased to 54.2458, 56.7018 & 42.6423 kW, the reactive power losses are increased to 62.1327, 56.5319 & 60.2263 kVAR and the minimum voltages are decreased to 0.9305, 0.9313 & 0.9389 p.u in phase a, b & c respectively at bus 12. The test system performance is given in Table 2.

4.3 Case 3: URDS with optimal integration of EVCSs with min & max CPs operated

The optimal location is 2. The real power losses are decreased to 47.6703 kW, 49.9648 kW & 37.1916 kW, the reactive power losses are reduced to 55.7925 kVAR, 50.7819 kVAR & 54.1339 kVAR and the minimum voltage is raised to 0.9353, 0.9363 & 0.9430 p.u in phases a, b & c respectively when minimum charging points are operated at EVCS. The minimum voltage appears at bus number 12. Similarly, for the maximum number of Charging Points operated, the real power losses are decreased to 54.7319, 57.4194 & 42.1552 kW, the reactive power losses are reduced to 65.8439, 59.7626 & 63.7137 kVAR and the minimum voltage is raised to 0.9327, 0.9335 & 0.9412 p.u in phase a, b & c respectively. The minimum voltage appears at bus number 12. The test system performance is given in Table 2.

Table 2: System performance with minimum & maximum EVCSs & without integrating the DGs.

<table>
<thead>
<tr>
<th>Case No. Loading Condition</th>
<th>Ploss (kW)</th>
<th>Qloss (kVAR)</th>
<th>Vmin (p.u)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A-Ph</td>
<td>B-Ph</td>
<td>C-Ph</td>
</tr>
<tr>
<td>1. Without EVCS load</td>
<td>43.5924</td>
<td>45.6421</td>
<td>34.3261</td>
</tr>
<tr>
<td>2(a). With minimum EVCS load (without optimal placement)</td>
<td>54.2458</td>
<td>56.7018</td>
<td>42.6423</td>
</tr>
<tr>
<td>2(b). With maximum EVCS load (without optimal placement)</td>
<td>73.4256</td>
<td>76.6128</td>
<td>57.5937</td>
</tr>
<tr>
<td>3(a). Optimal integration of EVCS load at bus no 2 With minimum EVCS load</td>
<td>47.6703</td>
<td>49.9648</td>
<td>37.1916</td>
</tr>
<tr>
<td>3(b). Optimal integration of EVCS load at bus no 2 With maximum EVCS load</td>
<td>54.7319</td>
<td>57.4194</td>
<td>42.1552</td>
</tr>
</tbody>
</table>
4.4 Case4: URDS with simultaneous allocation of DG & EVCS with min CPs operated

The optimum location of the EVCS is 2, whereas DG is 13. The DG size is 275.4839, 272.6971 & 281.2739 kW, the real power losses are 34.3016, 36.1581 & 26.6349 kW and the reactive power losses are 40.7973, 37.5192 & 39.4162 kVAr in phases a, b & c respectively. The minimum voltages are identified as 0.9522, 0.9547 & 0.9584 per unit in phases a, b & c correspondingly. The test system performance is given in Table 3 & Figure 4.

4.5 Case5: URDS with simultaneous allocation of DG & EVCS with max CPs operated

The optimum location of the EVCS is 2, whereas DG is 13. The DG size is 388.9737, 380.2428 & 383.5937 kW, the real power losses are 38.2326, 40.3281 & 29.6954 kW and the reactive power losses are 45.2218, 41.8251 & 44.0279 kVAr, minimum voltages are identified as 0.9510, 0.9533 & 0.9575 pu in phases a, b & c respectively. The test system performance is given in Table 3 & Figure 5.

Table 3: System performance with optimal integration of DG & EVCS With min & max CPs operated

<table>
<thead>
<tr>
<th>Description</th>
<th>Case-4</th>
<th>Case-5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ph-A</td>
<td>Ph-B</td>
</tr>
<tr>
<td>DG Size(kW)</td>
<td>275.4839</td>
<td>272.6971</td>
</tr>
<tr>
<td>Total DG Size(kW)</td>
<td>829.4549</td>
<td></td>
</tr>
<tr>
<td>DG place (Bus Number)</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>EVCS location</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Real Power Loss (kW)</td>
<td>34.3016</td>
<td>36.1581</td>
</tr>
<tr>
<td>Total Real Power Losses (kW)</td>
<td>97.0946</td>
<td></td>
</tr>
<tr>
<td>Reactive Power Loss (kVAr)</td>
<td>40.7973</td>
<td>37.5192</td>
</tr>
<tr>
<td>Total Reactive Power Losses (kVAr)</td>
<td>117.7327</td>
<td></td>
</tr>
<tr>
<td>Minimum Voltage</td>
<td>0.9522</td>
<td>0.9547</td>
</tr>
</tbody>
</table>

Figure 5: Bus Voltages, Real & Reactive power losses of 25 bus URDS with simultaneous allocation of DG & EVCS with maximum CPs operated
5. Comparison of HHO algorithm with other metaheuristic algorithms

The outcomes of HHO for Case-5 are related with other metaheuristic algorithms, like, PSO [24], FPA [25], TLBO [26], EFO [27], GOA [28] & CSA [29]. In HHO the number of hawk’s i.e. population size, is set to 10. During a run in PSO, the inertia factor’s range is reduced linearly from 0.8 to 0.5. The social & cognitive coefficients are treated equally. The switching parameter in CSA is fixed at 0.8. The teaching factor in TLBO can be either 1 or 2 at random. In EHO, \(\alpha = 0.5\), \(\beta = 0.1\), popsize=100, Maxgen=60. For GOA, strength of attraction & the gauge distance are 0.6 & 1.6. For all methods, number of iterations = 100, search variables = 9 (i.e., 1DG location, 1DG size & 1 EVCS for each phase). The lower & upper boundaries for location = (2, n bus) & DG sizes = (0,400).

To test the resilience of HHO in addressing optimization issues, each method was simulated for 50 separate runs for Case 5. HHO can be considered a more reliable & effective procedure than other commonly used procedures. Table 4 shows the comparative investigation of losses & voltages for the cases considered, while Table 5 shows the best result produced by all methods after 50 separate run simulations and the average computing time. Figure 6 depicts the convergence features of multiple methods for case 4.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Active power losses(kW)</th>
<th>Reactive power losses(kVAr)</th>
<th>Min. Voltage(pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>Case-1: Without integrating DGs and EVCSs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case-2(a): Minimum CPs operated in EVCS (without DG)</td>
<td>54.2458</td>
<td>56.7018</td>
<td>42.6423</td>
</tr>
<tr>
<td>% Increase (↑)/ Decrease (↓) w.r.t base case</td>
<td>↑24.44</td>
<td>↑24.23</td>
<td>↑24.23</td>
</tr>
<tr>
<td>Case-2(b): Maximum CPs operated in EVCS (without DG)</td>
<td>73.4256</td>
<td>76.6128</td>
<td>57.5937</td>
</tr>
<tr>
<td>% Increase (↑)/ Decrease (↓) w.r.t base case</td>
<td>↑68.44</td>
<td>↑67.86</td>
<td>↑67.78</td>
</tr>
<tr>
<td>Case-3(a): Optimal integration of EVCS with minimum CPs operated (without DG)</td>
<td>47.6703</td>
<td>49.9648</td>
<td>37.1916</td>
</tr>
<tr>
<td>% Increase (↑)/ Decrease (↓) w.r.t case-2(a)</td>
<td>↓12.12</td>
<td>↓11.88</td>
<td>↓12.78</td>
</tr>
<tr>
<td>Case-3(b): Optimal integration of EVCS with maximum CPs operated (without DG)</td>
<td>54.7319</td>
<td>57.4194</td>
<td>42.1552</td>
</tr>
<tr>
<td>% Increase (↑)/ Decrease (↓) w.r.t case-2(b)</td>
<td>↓25.46</td>
<td>↓25.05</td>
<td>↓26.81</td>
</tr>
<tr>
<td>Case-4: Simultaneous allocation of DG &amp; EVCS with minimum CPs operated</td>
<td>34.3016</td>
<td>36.1581</td>
<td>26.6349</td>
</tr>
<tr>
<td>% Increase (↑)/ Decrease (↓) w.r.t case-2(a)</td>
<td>↓36.77</td>
<td>↓36.23</td>
<td>↓37.54</td>
</tr>
<tr>
<td>Case-5: Simultaneous allocation of DG &amp; EVCS with maximum CPs operated</td>
<td>38.2326</td>
<td>40.3281</td>
<td>29.6954</td>
</tr>
<tr>
<td>% Increase (↑)/ Decrease (↓) w.r.t case-2(b)</td>
<td>↓47.93</td>
<td>↓47.36</td>
<td>↓48.44</td>
</tr>
</tbody>
</table>
Table 5: Evaluation of best solution obtained by metaheuristic algorithms for case 5

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Phase</th>
<th>DG Size in kW, bus</th>
<th>EVCS location</th>
<th>Ploss(kW)</th>
<th>Qloss(kVAr)</th>
<th>Vmin(pu)</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHO</td>
<td>A</td>
<td>388.9737, 13</td>
<td>2</td>
<td>38.2326</td>
<td>45.2218</td>
<td>0.951</td>
<td>1.1752</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>380.2428, 13</td>
<td>2</td>
<td>40.3281</td>
<td>41.8251</td>
<td>0.9533</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>383.5937, 13</td>
<td>2</td>
<td>29.6954</td>
<td>44.0279</td>
<td>0.9575</td>
<td></td>
</tr>
<tr>
<td>PSO</td>
<td>A</td>
<td>410.8975, 13</td>
<td>2</td>
<td>40.1258</td>
<td>46.5721</td>
<td>0.9483</td>
<td>1.6549</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>421.5671, 13</td>
<td>2</td>
<td>42.1985</td>
<td>42.5423</td>
<td>0.9493</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>398.2687, 13</td>
<td>2</td>
<td>30.2547</td>
<td>44.8549</td>
<td>0.9569</td>
<td></td>
</tr>
<tr>
<td>FPA</td>
<td>A</td>
<td>408.2369, 13</td>
<td>3</td>
<td>39.2567</td>
<td>46.4268</td>
<td>0.9496</td>
<td>1.5942</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>410.2374, 13</td>
<td>3</td>
<td>41.9546</td>
<td>42.1472</td>
<td>0.9511</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>395.6421, 13</td>
<td>3</td>
<td>30.1157</td>
<td>44.3571</td>
<td>0.9569</td>
<td></td>
</tr>
<tr>
<td>TLBO</td>
<td>A</td>
<td>398.2387, 13</td>
<td>2</td>
<td>39.8425</td>
<td>46.3265</td>
<td>0.9497</td>
<td>1.2987</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>389.2567, 13</td>
<td>2</td>
<td>40.9624</td>
<td>41.9953</td>
<td>0.9521</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>388.3486, 13</td>
<td>2</td>
<td>29.8869</td>
<td>44.0863</td>
<td>0.9572</td>
<td></td>
</tr>
<tr>
<td>EFO</td>
<td>A</td>
<td>401.8934, 14</td>
<td>2</td>
<td>39.1204</td>
<td>46.4934</td>
<td>0.9484</td>
<td>1.3281</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>399.9986, 14</td>
<td>2</td>
<td>41.0251</td>
<td>42.0048</td>
<td>0.9528</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>392.1574, 14</td>
<td>2</td>
<td>30.2347</td>
<td>44.1473</td>
<td>0.9567</td>
<td></td>
</tr>
<tr>
<td>GOA</td>
<td>A</td>
<td>411.8532, 13</td>
<td>2</td>
<td>39.0215</td>
<td>46.4856</td>
<td>0.9489</td>
<td>1.2874</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>419.3286, 13</td>
<td>2</td>
<td>40.9698</td>
<td>42.3172</td>
<td>0.9517</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>396.2381, 13</td>
<td>2</td>
<td>30.4783</td>
<td>44.1937</td>
<td>0.9571</td>
<td></td>
</tr>
<tr>
<td>CSA</td>
<td>A</td>
<td>399.9832, 13</td>
<td>2</td>
<td>38.9569</td>
<td>45.5124</td>
<td>0.9504</td>
<td>1.2175</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>388.2314, 13</td>
<td>2</td>
<td>40.4587</td>
<td>41.8998</td>
<td>0.9514</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>380.9856, 13</td>
<td>2</td>
<td>29.9967</td>
<td>44.0863</td>
<td>0.9568</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. Convergence characteristics of various algorithms for case-5 in the 25-bus URDS
6. Conclusion

EVs are the future of transport for conquering carbon emissions, leading to the formation of charging stations. As a result, EVCSs will become an unavoidable element of the distribution grid. Including EVCSs in URDS increases the system losses and a significant voltage variation at remote buses. Hence, the introduction of DGs is required to reduce URDS losses & improve the voltage profile when charging EVs with EVCSs. The influence of incorporating EVCSs & DGs into URDS is investigated in this work by utilizing a modified forward-backward load flow.

The following findings demonstrate the effectiveness & advantages of the proposed framework. The planning framework is to determine the optimal EVCS placement & DG capacity & placement, aiming to lower power loss and voltage variation. For the effective placement of EVCSs and DGs in the distribution network, the HHO method is utilized. The efficiency of the suggested method is evaluated on 25 bus URDS.

With the inclusion of EVCSs with minimum CPs operated and without placing them at optimized location, the real power losses are increased by 24.44%, 24.23% & 24.23%, reactive power losses are increased by 24.30%, 24.02% & 23.98% & the minimum voltage is reduced by 0.70%, 0.72% & 0.56% in A, B, & C phases respectively when compared to EVCSs with maximum CPs operated and without placing them at optimized location. By placing the EVCS at optimum location i.e. at bus no 2, the real power losses are reduced by 12.12%, 11.88% & 12.78%, reactive power losses are reduced by 10.20%, 10.17% & 10.11% & the minimum voltage is improved by 0.52%, 0.54% & 0.44% in A, B & C phases respectively when compared to EVCSs with minimum CPs operated and without placing them at optimized location. With the inclusion of EVCSs with maximum CPs operated and without placing them at optimized location, the real power losses are increased by 68.44%, 67.86% & 67.78%, reactive power losses are increased by 67.99%, 67.17% & 67.02% & the minimum voltage is reduced by 1.75%, 1.80% & 1.40% in A, B & C phases respectively. By placing the EVCS at optimum location i.e. at bus no 2, the real power losses are reduced by 25.46%, 25.05% & 26.81%, reactive power losses are reduced by 21.59%, 21.57% & 21.47% & the minimum voltage is improved by 1.30%, 1.34% & 1.09% in A, B & C phases respectively when compared to EVCSs with maximum CPs operated and without placing them at optimized location.

With the optimal integration of DG at bus 13 & EVCS at bus 2 with minimum number of CPs operated, the real power losses are reduced by 36.77%, 36.23% & 37.54%, reactive power losses are reduced by 34.34%, 33.63% & 34.55% & the minimum voltage is improved by 2.33%, 2.51% & 2.08% in A, B & C phases respectively when compared to EVCSs with minimum CPs operated and without placing them at optimized location. With the optimum integration of DG & EVCS with maximum number of CPs operated, the real power losses are reduced by 47.93%, 47.36% & 48.44%, reactive power losses are reduced by 46.15%, 45.11% & 45.74% & the minimum voltage is improved by 3.29%, 3.48% & 2.85% in A, B & C phases respectively when compared to EVCSs with maximum CPs operated and without placing them at optimized location. The suggested HHO has the lowest objective function when compared to other optimization techniques. HHO has demonstrated its advantage in terms of robustness and consistency in a statistical study based on 50 unique run time data. Finally, in handling the nonlinear and complicated optimization problem, HHO outperformed other metaheuristic algorithms. It is recognized that HHO manifests fast convergence features. In future research activity, the optimization problem can be continued for a hybrid DG system with different DG units, including battery storage. Furthermore, the impact of renewable DG’s intermittent nature may be handled using uncertainty modelling.
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