An Optimal and Non-Linear Speed Control of Oscillating Water Column Wave Energy Plant with Wells Turbine and DFIG
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Abstract- This paper presents controller scheme to maximize the turbine output power and thereby improve the efficiency in oscillating water column (OWC) wave power plant equipped with Wells turbine and doubly fed induction generator (DFIG). The scheme is based on flow coefficient estimation and controller design for tracking of rotational speed. Initially, a linear reference tracking (LRT) approach is applied to achieve the maximized output power by establishing a linear relationship between reference rotational speed and input pressure drop. This follows implementation of fuzzy theory based maximum power point tracking (FMPPT) approach to provide the optimal speed reference. Then, a backstepping (BS) controller is designed to track reference rotational speed of DFIG so as to improve the output power. The BS controller is derived using Lyapunov stability theorem which ensures the stability of the overall closed loop system. The advantages of the proposed control scheme over conventional PI control and the uncontrolled system is demonstrated for regular waves and irregular waves. Finally, the FMPPT-BS control approach has been validated with JONSWAP irregular wave model.
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1. Introduction

The community world-wide is in search for clean and renewable energy resources mainly due to (i) rapid increase in demand of energy all over the world (ii) global warming as a result of excessive use of fossil fuels for power generation. Apart from solar, wind and nuclear energy resources, oceans have immense energy potential in the form of waves, tides etc. and over the last years many technologies have been developed to tap the ocean wave energy [1].

The main challenges of ocean wave energy have been the design difficulties and the higher financial risks involved. But in recent years, ocean wave power has received a decent attention of research community. The impetus of wave energy research has increased substantially. Several projects covering various aspects of ocean wave power plants are being investigated all over the globe [2-6]. Among the approaches reported in literature, the oscillating water column (OWC) design is one of the widely considered methodologies for ocean wave energy conversion [7-9].

One of the key research topics of OWC ocean wave energy converter is the design of appropriate control schemes for efficient operation under uncertain ocean wave conditions. The uncontrolled electrical power is difficult to be connected to the grid as well as the conventional control strategies may not be perfect for efficient operation. Thus, wave power generation requires advanced control approaches. Some important control strategies can be categorized into rotational speed control, air flow control, output power control and fault-ride-through mechanisms [10-16]. A detailed survey on control methods can be found in [17].

Fuzzy logic theory has been applied for maximum energy extraction of renewable energy sources such as photovoltaic cells, wind energy systems etc. [18-20]. The fuzzy logic approach is preferred over conventional maximum power extraction methods due to advances in computer technology, materials and power electronics.

In recent times, the backstepping (BS) control strategy has become popular among the research community and the reason being the systematic control law design approach [21]. The BS controller is based on recursive approach where state variables can be utilized as pseudo-control inputs for next subsystems of the plant to be controlled. At each step, a new pseudo-control input is derived from previous pseudo-control stages and the stability of each stage is ensured by virtue of a Lyapunov function. At the last stage, a control law is derived by adding the Lyapunov functions of all the
pseudo-control stages. Several studies [22-25] reveal that this control strategy is very effective for highly nonlinear systems like wind turbine-DFIG systems as compared to conventional PI based controls and other nonlinear control strategies, e.g. sliding mode (SM) control [26].

The present study deals with rotor speed control of Wells turbine-doubly fed induction generator (DFIG) system with the objective of (i) avoiding the stalling behaviour of Wells turbine (ii) maximizing the output power and efficiency of the OWC wave power plant. Initially, this presents a linear reference tracking (LRT) approach to maximize the power by obtaining a linear expression between the reference rotor speed and the average input pressure. Thereafter, to overcome the limitations of the LRT approach, a cascaded control strategy wherein the outer loop that generates the optimal reference of rotor speed and the inner loop for tracking of rotor speed is discussed. The outer loop consists of a fuzzy based maximum power point tracking (FMPPT), whereas the inner loop is equipped with a BS controller. The stability of rotor speed and rotor side flux states has been guaranteed using Lyapunov stability theory. The proposed control scheme is demonstrated on various input pressure drop conditions inside the OWC chamber. This simulation study takes into account system behaviour under different regular and irregular sea wave conditions. The JONSWAP (Joint North Sea Wave Project) wave spectrum [27] is used to generate the irregular wave profiles for validating the proposed control scheme. All the controlled cases are compared with the conventional PI based control [11] and uncontrolled cases.

The rest of the paper is arranged under the following headings: Section 2 describes the fundamentals of ocean waves and the structure of OWC wave power plant equipped with turbine-generator module. The control problems of OWC plant are stated in Section 3. The control design approach has been discussed in Section 4. Simulation results with different sea wave scenarios for controlled and uncontrolled cases are discussed in Section 5. The concluding remarks on proposed control scheme are given in Section 6.

2. Description of OWC Wave Energy Plant

The basic structure of OWC as shown in Fig. 1 (a) includes a hollow structure which is partially submerged in water and upper part of the column is filled with air [28]. The bottom of the column is open to sea to receive the sea water waves and the top of the structure is mounted with a Well turbine coupled to a DFIG. The stator side of the DFIG is directly connected to the grid, and 30% of the rated power is transferred back to the rotor side with help of two back to back AC/DC/AC converters. These converters are used to control the variable speed operation of DFIG which makes the DFIG operation more efficient and robust as compared to squirrel cage machine or wound rotor machine with external rotor resistances. As the wave strikes the column, rise and fall of water level inside the chamber takes place according to the wave period. As a result, air pressure in the chamber oscillates. The bidirectional flow of air drives the air turbine-DFIG system. Finally, the ocean wave energy gets converted into electrical energy.

2.1. Ocean Waves - Introduction

Wind with very high velocity or the storm striking the sea surface at a faraway distance from coastal line, results into the swell of sea water. The swells take the shape of waves which are called ocean waves or sea waves. These swells accompanied by very large height and intensity are capable of reaching coastal area. The wind speed profiles are of variable nature at different places because of the geography of the earth and as well as its dependence on the pressure difference generated by the solar energy due to highly uneven distribution of solar radiations. Thus, the variable wind pattern creates the variable sea water wave pattern. The potential of the wave power stored in the oceans is uneven throughout the world [29].

There are many theoretical studies available on study related to the characteristics of ocean waves [30, 31]. The highly nonlinear and uncertain nature of the real sea waves makes the theoretical study very difficult. Thus, the ocean wave theories generally consider the sea waves as linear and then nonlinearities are added as the perturbation to the ideal linear wave. The simplified form of an ocean wave can be seen in Fig. 1(b). The highest and lowest peaks of the wave are called crest and trough respectively. The wave height (H) is defined as the difference between crest and trough. The distance between the sea bed and still water level (SWL) is called sea depth (D). The distance between two consecutive troughs or crests is known as the wavelength (λ) of the wave.

The energy of a wave per unit length is defined by [30]:

\[ E = \frac{\rho_w g H^2 \lambda}{8} \] (J/m) (1)

Therefore, the wave energy per unit area also known as specific energy of waves can be given as:

\[ \bar{E} = \frac{E}{\lambda} = \frac{\rho_w g H^2}{8} \] (J/m²) (2)

Where, \( \rho_w \) is the water density (Kg/m³) and \( g \) is the gravitational constant (9.81 m/s²).

The propagation speed of a wave is defined as:

\[ C = \frac{\lambda}{T} \] (m/s) (3)

Where, \( T \) is the wave period (s).

The rate at which wave energy propagates is directly dependent on the group velocity of the wave. The group velocity is given by:

\[ C_g = n C \] (m/s) (4)

Where, \( C_g \) is the celerity (wave front velocity) (m/s), \( n \) is the constant determined by:

\[ n = \frac{1}{2} \left[ 1 + \frac{4\pi D}{\lambda} \right] \] (5)
The wave resources are generally defined by the wave power stored in per meter of the wave front. Therefore, the wave front power can be described as:

\[ P_{\text{wavefront}} = n.C.E = C_x.E \]  

(6)

\[ P_{\text{wavefront}} = \frac{n.C.H^2}{16T} \left[ 1 + \frac{4.2}{\sinh(4.2)} \right] \]  

(7)

The study considers the doubly fed induction generator (DFIG) as the grid side converter. The mathematical equations of power coefficient \( C_a \) and torque coefficient \( C_t \) of the Wells turbine are given as [33]:

\[ C_a = \frac{(dP.a)}{(k_x.v_r^2 + (r.\omega_t)^2)} \]  

(8)

\[ C_t = \frac{T_x}{(k_x.r.v_r^2 + (r.\omega_t)^2)} \]  

(9)

Where, \( dP \) is the differential pressure drop (N/m²), \( a_t \) is the cross sectional area (m²), \( v_r \) is the air-flow velocity (m/s), \( \omega_t \) is the turbine angular velocity (rad/s), \( r \) is the mean radius (m), \( k_x \) is the turbine constant (kg/m) given by:

\[ k_x = \rho.b.l.n_i / 2 \]  

(10)

Where, \( l \) is the blade chord length, \( b \) is the blade height, \( n_i \) is the number of blades, \( \rho \) is the air density (Kg/m³).

The turbine torque \( T_t \) and turbine power \( P_t \) is:

\[ T_t = dP.C_r.r.x.t_i \]  

(11)

\[ P_t = T_t.\omega_t \]  

(12)

The power coefficient \( C_a \) and torque coefficient \( C_t \) of the Wells turbine depends on the flow coefficient \( \phi \) which is one of the very important parameter of the Wells turbine given by:

\[ \phi = v_x.(r.\omega_t)^2 \]  

(13)

The turbine efficiency \( \eta_t \) is given by:

\[ \eta_t = \frac{P_t}{P_w} = \frac{T_t.\omega_t}{dP.Q} = \frac{C_t.\phi}{C_a.\phi} \]  

(14)

Where, \( Q \) is the air flow rate i.e. \( Q = v_x.a_t \) (m³/s).

Further, the average efficiency [34] of Wells turbine (\( \bar{\eta} \)) can be expressed as:

\[ \bar{\eta} = \left( \frac{\int_0^T (P_t.\omega_t)dt}{\int_0^T (dP.Q)dt} \right) \]  

(15)

The Wells turbine characteristics [14]

The variation in power coefficient and torque coefficient of the Wells turbine are shown in Figs. 2(a) & (b). The flow of turbine is directly proportional to the air flow velocity as given in Eqn. (13). Thus, the increase in air flow velocity increases the flow coefficient which in turn increases the torque coefficient \( C_t \) until the value of flow coefficient reaches 0.3. However, for flow coefficient greater than 0.3 the \( C_t \) value decreases and leads to the stalling phenomenon of Wells turbine. As a result, the turbine efficiency decreases tremendously which in turn generates very low output power and would be analysed in section 3.

Doubly Fed Induction Generator

The study considers the d-q equivalent dynamic model of the generator because of the advantage that all the sinusoidal variables in stationary frame appear as DC
quantities referred to the synchronous rotating frame [35]. The mathematical equations of DFIG in terms of stator and rotor flux states for d- and q-axis respectively are given as:

\[
d\psi_d^s/dt = -R_L^s\psi_d^s + \omega_\psi\psi_q^s + R_{L_m}^s\psi_d^r + V_d^s \\
(16)
\]

\[
d\psi_q^s/dt = -\omega\psi_d^s - R_L^s\psi_q^s + R_{L_m}^s\psi_q^r + V_q^s \\
(17)
\]

\[
d\psi_d^r/dt = R_{L_m}^r\psi_d^r - R_L^r\psi_d^s - (\omega_d - \omega)\psi_q^r + V_d^r \\
(18)
\]

\[
d\psi_q^r/dt = R_L^r\psi_q^r + (\omega - \omega_d)\psi_d^r - R_{L_m}^r\psi_q^r + V_q^r \\
(19)
\]

The expressions for the electromagnetic torque and the power generated are:

\[
T_e = M(\psi_q^r\psi_d^r - \psi_d^r\psi_q^r) \\
(20)
\]

\[
P_s = T_e\omega_e \\
(21)
\]

The relationship between various currents and flux linkages of the generator are given by:

\[
\psi_d^s = L_d^s i_d^s + L_m^s i_q^s; \quad \psi_d^r = L_d^r i_d^r + L_m^r i_q^r \\
\psi_q^s = L_q^s i_q^s + L_m^s i_d^s; \quad \psi_q^r = L_q^r i_q^r + L_m^r i_d^r \\
L_s = L_{ds} + L_{ms}; \quad L_n = L_{ds} + L_{ns} \\
\]

Where, \( M = \frac{3}{2} \left( \frac{p}{2} \right) \left( \frac{L_{m}}{K} \right) \); \( K = L_s L_n - L_m^2 \); \( R_s, R_r \): Stator and rotor resistance (Ω); \( L_s, L_n \): Total stator and rotor inductance (H); \( L_{ds}, L_{ns} \): Stator and rotor leakage inductance (H); \( L_m \): Magnetizing inductance (H); \( v_{ds}, v_{qs} \): q-axis stator and rotor voltage (V); \( v_{dq}, v_{qf} \): d-axis stator and rotor voltage (V); \( i_{ds}, i_{qs} \): q-axis stator and rotor current (A); \( i_{dq}, i_{qf} \): d-axis stator and rotor current (A); \( \psi_{ds}, \psi_{qs} \): q-axis stator and rotor flux (Wb); \( \psi_{dq}, \psi_{qf} \): d-axis stator and rotor flux (Wb); \( \omega_{ds}, \omega_{qs} \): Stator supply frequency and rotor speed (rad/s); \( p \): Number of poles of the generator; \( T_e \): Electro-magnetic torque (N-m).

The coupling relationship between the Wells turbine and DFIG is given as:

\[
J\omega_e + F\omega_e = g_b T_r - T_f \\
(23)
\]

Where, \( g_b \) is the gear box ratio, i.e. \( g_b = \omega_\omega / \omega_{ds} \); \( J \) is the moment of inertia of turbo-generator system (kg m²); \( F \) is the friction coefficient (kg m² s⁻¹), \( T_r \) is the torque produced by the turbine (N-m).

3. Control Problem Statement

The performance analysis of the turbine over a wide range of pressure drop for uncontrolled condition is given in Table 1. The flow coefficient of the Wells turbine increases with the increase in input pressure level. As soon as the flow coefficient surpasses the threshold limit, the turbine starts stalling and the torque coefficient (see Fig. 2(b)) reduces [14]. Subsequently, the turbine efficiency and average mechanical power also decreases. Thus, the control problem can be divided into two stages; selection of optimal reference speed and rotational speed control of turbine according to variations in pressure drop.

3.1. Selection of Optimal Reference Speed

The variation in characteristic between average mechanical power and rotor speed for different input pressure conditions is shown in Fig. 3. The average mechanical power attains peak value at a specified rotor speed for a particular input pressure. The rotor speed corresponding to the maximum power operation and the motor speed attains peak value at a specified rotor speed for a particular input pressure. The rotor speed for maximum mechanical power is considered as optimal reference value to run the turbine. The selection of optimal reference speed for wide range of pressure drops is necessary to avoid the turbine stalling. Thus, a MPPT tracking scheme is developed to obtain the optimal reference speed that ensures the maximum output power operation.

3.2. Rotational Speed Control

The PI based control [14] and sliding mode control [26] for OWC wave power plants have been discussed in the past. The PI controller being a linear one, when implemented to highly nonlinear system like OWC plant in closed loop system may lead to the instability under uncertain waves. Though, the sliding mode controller ensures the asymptotic stability of the closed loop system but also suffers with the well-known chattering phenomenon. Thus, the robust and nonlinear control strategy for OWC wave power plants is developed which satisfies maximum power operation and ensures the stability of the closed loop system.

4. Design of Control Schemes for OWC Wave Energy Plant

The control structure of complete OWC wave power plant is illustrated in Fig. 4(a). The differential pressure drop and rotor speed serve as input variables to the MPPT block whose output is the optimal reference speed. The rotor speed is compared with the optimal reference speed and their error is as input to the controller. The essential feature of the BS control is the design of a control law \( U \) so that the actual rotor speed precisely tracks the reference speed for various ranges of input pressure drop.

---

Fig. 3 Power-speed curve for OWC wave power plant with different input pressure conditions

---
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The output of BS controller is $U = [V_d, V_q]^T$ which is converted from $dq$ to $abc$ transformation to generate gate pulses for rotor side converter (RSC) using pulse width modulation (PWM) approach. The modelling of the rotor side converter and grid side converter (GSC) is not discussed as the present study mainly focuses on control scheme. Next, subsections follows on the implementation of tracking scheme and backstepping control design. These are discussed under the following subheadings as (i) the linear reference tracking (LRT) method (ii) the FMPPT method and (iii) the BS controller design.

4.1. Estimation of Flow Coefficient-Linear Reference Tracking Scheme

As discussed above (Fig. 3), under normal operating conditions, the average value of input pressure should lie in the range $[1500, 4500]$ Pa and the rotational speed range should be $[157, 217]$ rad/s. In this range, the characteristic can be considered as linear. Thus, by choosing the minimum and maximum points for pressure and speed, a linear equation can be established for reference speed that directly
depends on the input pressure. A linear equation between two points \((x_r, y_1)\) and \((x, y_2)\) can be expressed as:

\[
y - y_1 = \frac{y_2 - y_1}{x_2 - x_1} (x - x_1) \quad (24)
\]

For this case, \(x = \Delta \bar{P}, \ y = \omega_{ref}; x_1=1500 \text{ Pa}, \ y_1=157 \text{ rad/s} \) and \(x_2=4500 \text{ Pa}, \ y_2=217 \text{ rad/s}. \) Therefore (24), becomes:

\[
\omega_{ref} = -157 = \frac{217 - 157}{4500 - 1500} (\Delta \bar{P} - 1500) \quad (25)
\]

After solving the Eqn. (25), the final expression of LRT for rotor reference speed in terms of input pressure can be written as:

\[
\omega_{ref} = 2 \times 10^{-3} \Delta \bar{P} + 127 \quad (26)
\]

Eqn. (26) provides the expression for the linear tracking of reference speed depending on the average value of input pressure but it may not be as effective as required for all the conditions because the curve (Fig. 3) is inherently nonlinear. Thus, a nonlinear MPPT approach is discussed in the next section to take into account the nonlinear nature of the said MPPT curve.

### 4.2. Estimation of Flow Coefficient- Fuzzy based MPPT (FMMPT) Scheme

In this section, the fuzzy logic theory is applied to achieve optimum speed for maximum power extraction. The proposed fuzzy logic approach consists of two input variables; input pressure deviation \((\Delta \bar{P})\) and rotor speed deviation \((\Delta \omega_r)\) and output variable as the reference speed \((\omega_{ref})\) that is added to the actual rotor speed in order to generate the optimal speed reference \((\omega_{ref})\) as shown in Fig. 4(b). The mean value for speed and pressure are 187 rad/s and 3000 Pa respectively. Therefore, the expressions for input pressure deviation \((\Delta \bar{P})\) and rotor speed deviation \((\Delta \omega_r)\) can be written as:

\[
\begin{align*}
\Delta \bar{P} &= (3000 - \bar{P}) \text{ Pa} \\
\Delta \omega_r &= (187 - \omega_r) \text{ rad/s}
\end{align*}
\]  

(27)

### Table 2 Fuzzy rules

<table>
<thead>
<tr>
<th>(\Delta \bar{P})</th>
<th>LN</th>
<th>MN</th>
<th>SN</th>
<th>Z</th>
<th>SP</th>
<th>MP</th>
<th>LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LN</td>
<td>Z</td>
<td>Z</td>
<td>Z</td>
<td>MP</td>
<td>LP</td>
<td>LP</td>
<td>LP</td>
</tr>
<tr>
<td>MN</td>
<td>SN</td>
<td>SN</td>
<td>SN</td>
<td>SP</td>
<td>MP</td>
<td>LP</td>
<td>LP</td>
</tr>
<tr>
<td>SN</td>
<td>MN</td>
<td>MN</td>
<td>MN</td>
<td>Z</td>
<td>SP</td>
<td>MP</td>
<td>LP</td>
</tr>
<tr>
<td>Z</td>
<td>LN</td>
<td>LN</td>
<td>LN</td>
<td>Z</td>
<td>SP</td>
<td>MP</td>
<td>LP</td>
</tr>
<tr>
<td>SP</td>
<td>LN</td>
<td>LN</td>
<td>LN</td>
<td>MN</td>
<td>SN</td>
<td>Z</td>
<td>SP</td>
</tr>
<tr>
<td>MP</td>
<td>LN</td>
<td>LN</td>
<td>LN</td>
<td>LN</td>
<td>MN</td>
<td>SN</td>
<td>Z</td>
</tr>
<tr>
<td>LP</td>
<td>LN</td>
<td>LN</td>
<td>LN</td>
<td>LN</td>
<td>LN</td>
<td>MN</td>
<td>SN</td>
</tr>
</tbody>
</table>

The functional structure consists of fuzzification, fuzzy rules and defuzzification. For, fuzzification, the triangular membership functions with seven fuzzy subsets has been considered. The variables lie in the range ±1500 Pa for input pressure deviation and ±30 rad/s for both rotor speed deviation and reference speed deviation. The centre of gravity defuzzification method has been applied for calculating the output of the FMMPT block. The fuzzy rules for input and output variables are expressed in terms of linguistic variables as LN (large negative), MN (means negative), SN (small negative), Z (zero), SP (small positive), MP (means positive), and LP (large positive) as given in Table 2. The control rules generate the optimal reference speed to maximize the power. After obtaining the expression for optimal reference speed, the approach for obtaining the BS control law is formulated as explained in the next section.

#### 4.3. The Backstepping Controller Design and its Stability

The most common control related feature of DFIG is the field oriented control having d-axis of the stator frame aligned along the stator flux linkage i.e. \(\psi_d = \psi_s\) and \(\psi_q = 0\). As the stator is connected to the grid, the effect of stator resistance is very small and thus the stator flux \(\psi_s\) can be treated as constant. From Eqn. (16), the expression for \(V_{ds}\) can be given as:

\[
V_{ds} = \frac{R_{ds}}{K} \psi_s - \frac{R_{ds}}{K} \psi_{dref} \quad (28)
\]

If the stator resistance is neglected or if \(\psi_{dref} = (L_s / L_m) \psi_s\) in Eqn. (28) then in both the cases \(V_{ds}\) becomes zero.

Here, the \(\psi_{dref}\) can be used as one of the pseudo-control input for next stage which may be expressed as:

\[
\psi_{dref} = \frac{L_s}{L_m} \psi_s \quad (29)
\]

Similarly, the expression for \(V_{qs}\) can be obtained from the Eqn. (17) as \(V_{qs} = \alpha \psi_s = V_s\). Therefore, the stator side grid voltage in terms of dq dynamics is given by:

\[
[V_{ds}, V_{qs}]^T = \begin{bmatrix} 0 & V_s \end{bmatrix}^T \quad (30)
\]

Also the changed expression for electromagnetic torque \((T_e)\) from Eqn. (20) can be written as:

\[
T_e = -M \psi_q \psi_s \quad (31)
\]

Therefore, by substituting the Eqn. (31) into the Eqn. (23), the expression for \(\omega_r\) becomes:

\[
\omega_r = \frac{8}{J} T_e - \frac{F}{J} \omega_r + \frac{M}{J} \psi_q \psi_s \quad (32)
\]

Now, in the design of backstepping control scheme, the error between the reference rotor speed and actual rotor speed is given by:

\[
e = \omega_{ref} - \omega_r \quad (33)
\]

The first derivative of Eqn. (33) is:
\[
\dot{e}_i = \dot{\omega}_r - \omega_r \tag{34}
\]

On substituting the \( \dot{\omega}_r \) from the Eqn. (32) into Eqn. (34), the error derivative term \( \dot{e}_i \) becomes:

\[
\dot{e}_i = \dot{\omega}_r - \frac{g_b}{J} T_i + \frac{F}{J} \omega_r - \frac{M}{J} \psi_{qr} \psi_s \tag{35}
\]

To ensure that \( e_i \rightarrow 0 \) as \( t \rightarrow \infty \), a positive definite
function also called as Lyapunov function is defined as:

\[
V_i = \frac{1}{2} e_i^2 \tag{36}
\]

The derivative of the Eqn. (36) is:

\[
\dot{V}_i = e_i \dot{e}_i \tag{37}
\]

Where, \( K_i \) is a constant greater than zero.

To make \( \dot{V}_i \) a negative definite quantity, the \( \psi_{qr} \) can be chosen as the pseudo-control input for next stage. Therefore:

\[
\psi_{qr} = \frac{J}{M} ( \dot{K}_i e_i + \dot{\omega}_r - \frac{g_b}{J} T_i + \frac{F}{J} \omega_r ) \tag{38}
\]

Thus, the \( \dot{V}_i \) becomes as:

\[
\dot{V}_i = -K_i e_i^2 \leq 0 \tag{39}
\]

Now, Eqns. (29) and (38) would work as the pseudo-control input for next stage and the error dynamics for rotor flux states have been chosen as:

\[
\begin{align*}
\dot{e}_2 &= \psi_{dref} - \psi_{d} \\
\dot{e}_3 &= \psi_{qref} - \psi_{q} 
\end{align*} \tag{40}
\]

Taking the first derivative of Eqn. (40):

\[
\begin{align*}
\dot{\dot{e}}_2 &= \dot{\psi}_{dref} - \dot{\psi}_{d} \\
\dot{\dot{e}}_3 &= \dot{\psi}_{qref} - \dot{\psi}_{q}
\end{align*} \tag{41}
\]

and putting the Eqns. (18) and (19) into Eqn. (41), the error derivatives can be expressed as

\[
\begin{align*}
\dot{\dot{e}}_2 &= \dot{\psi}_{dref} - \frac{R L_a}{K} \psi_s + \frac{R L_a}{K} \psi_{d} + ( \omega_r - \omega_s ) \psi_{q} - V_d \\
\dot{\dot{e}}_3 &= \dot{\psi}_{qref} - ( \omega_r - \omega_s ) \psi_{d} + \frac{R L_a}{K} \psi_{q} - V_q
\end{align*} \tag{42}
\]

Again, to ensure that all the error components \( e_1, e_2, e_3 \rightarrow 0 \) as \( t \rightarrow \infty \), again a Lyapunov function has been defined as:

\[
V = \frac{1}{2} e_1^2 + \frac{1}{2} e_2^2 + \frac{1}{2} e_3^2 \tag{43}
\]

The first derivative of Eqn. (43) results into

\[
\dot{V} = e_1 \dot{e}_1 + e_2 \dot{e}_2 + e_3 \dot{e}_3 \tag{44}
\]

and again putting the Eqns. (39) and (42) into the Eqn. (44), the final expression for \( \dot{V} \) can be written as:

\[
\begin{align*}
\dot{V} &= -K_i e_1^2 - K_2 e_2^2 - K_3 e_3^2 \\
&+ e_1 \left( K e_2 + \psi_{dref} - \frac{R L_a}{K} \psi_s \right) \\
&+ \frac{R L_a}{K} \psi_{d} + ( \omega_r - \omega_s ) \psi_{q} - V_d \\
&+ e_2 \left( K e_3 + \psi_{qref} - ( \omega_r - \omega_s ) \psi_{d} \right) \\
&+ \frac{R L_a}{K} \psi_{q} - V_q
\end{align*} \tag{45}
\]

Therefore, the \( \dot{V} \) can be made negative definite by choosing the \( V_d \) and \( \psi_{d} \) such that:

\[
\begin{align*}
V_d &= K e_2 + \psi_{dref} - \frac{R L_a}{K} \psi_s + \frac{R L_a}{K} \psi_{d} + ( \omega_r - \omega_s ) \psi_{q} \\
\psi_{d} &= K e_3 + \psi_{qref} - ( \omega_r - \omega_s ) \psi_{d} + \frac{R L_a}{K} \psi_{q}
\end{align*} \tag{46}
\]

The \( \dot{V} \) can be written as:

\[
\dot{V} = -K_i e_1^2 - K_2 e_2^2 - K_3 e_3^2 \tag{47}
\]

Hence, the Eqn. (46) gives the final feedback backstepping controller law \( U \) by ensuring the stability of all the states involved and the finalized control law \( U \) is:

\[
U = \begin{cases}
K e_2 + \psi_{dref} - \frac{R L_a}{K} \psi_s + \frac{R L_a}{K} \psi_{d} + ( \omega_r - \omega_s ) \psi_{q} \\
K e_3 + \psi_{qref} - ( \omega_r - \omega_s ) \psi_{d} + \frac{R L_a}{K} \psi_{q}
\end{cases} \tag{48}
\]

The control law as developed above is used in the simulation studies and presented in the next section.

5. Simulation Results and Discussion

In this section, the simulation study is presented for wide range of pressure drops or sea wave conditions. The MATLAB/Simulink model of OWC power plant is developed. The power rating of DFIG is taken as 55 kW and the limit on rotor control voltages is set as \((V_{qr} \text{ and } V_{d})\) is ±100 volts. Other parameters of turbine, generator and backstepping controller are given in Table 3.

Input pressure drop for regular waves is considered as [16, 23]:

\[
dP = \frac{A}{2}(1 + \sin(0.2\pi t)) Pa \tag{49}
\]

Where, \( A \) is the peak pressure drop and the average quantity is \( \bar{dP} = A/2 \) Pa .

Input pressure drop for irregular waves considered as:
\[ dP = \left( \frac{A + \delta A}{2} \right) \left( 1 + \sin(0.2\pi t) \right) + \delta dP \text{ Pa} \]  

(50)

Where, \( \delta A \) is the disturbance to the peak pressure drop whereas \( \delta dP \) is uncertainty added to the overall pressure drop.

**Table 3 Turbine, generator and controller parameters**

<table>
<thead>
<tr>
<th>Turbine</th>
<th>Generator</th>
<th>Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=8 )</td>
<td>( p=4 )</td>
<td>( K_T=10 )</td>
</tr>
<tr>
<td>( k_r=0.7079 )</td>
<td>( R_c=0.0181 )</td>
<td>( K_T=10 )</td>
</tr>
<tr>
<td>( r=0.7285 )</td>
<td>( L_s=0.13 )</td>
<td>( K_T=50 )</td>
</tr>
<tr>
<td>( a_r=1.1763 )</td>
<td>( L_m=7.413 )</td>
<td>( K_T=50 )</td>
</tr>
<tr>
<td>( b=0.4 )</td>
<td>( R_c=0.0334 )</td>
<td>( K_T=10 )</td>
</tr>
<tr>
<td>( l=0.38 )</td>
<td>( L_m=0.16 )</td>
<td>( K_T=50 )</td>
</tr>
<tr>
<td>( g_s=1:2 )</td>
<td>( f=50\text{Hz} )</td>
<td>( K_T=50 )</td>
</tr>
<tr>
<td>( J=50 )</td>
<td>( V_c=390/\sqrt{3} \text{ V} )</td>
<td>( K_T=50 )</td>
</tr>
</tbody>
</table>

It is important to mention that the dynamic variation given by Eqns. (49) & (50) do not exactly represent the real sea waves but their linearized forms. These pressure profiles (Eqns. 49 & 50) are helpful in understanding the basic dynamics of the overall system and parameters such as peak pressure, average pressure and time period of pressure oscillations can be used to formulate the control strategies for wave power plants. Fig. 5 illustrates the variation in regular and irregular wave pressure drop.

5.1. Regular Waves

The flow coefficients being estimated by above discussed techniques, OWC wave power plant is simulated for wide range of regular wave pressure drops. The computed average mechanical power and efficiency is given in Table 4. The maximum values of flow coefficient always remain below 0.3 for all pressure values that fulfil the primary objective of avoiding stalling behaviour of the Wells turbine. The said table clearly indicates the advantages of FMPPT method over LRT estimation. Increased turbine efficiency is obtained using FMPPT for estimation of flow coefficient. Due to space restriction in manuscript, the simulation results only on the FMPPT-BS control method and its comparison with FMPPT-PI control/uncontrolled (without control) are discussed. Fig. 6 shows the OWC plant performance for regular waves. The flow coefficient of Wells turbine remains within the permissible range (i.e. 0-0.3) for both the control schemes as shown in Fig. 6(a). The rotational speed tracking using FMPPT-BS control is superior to both the FMPPT-PI control and without control case (Fig. 6(b)). The performance of required control effort in case of the FMPPT-BS control is more cost effective than the FMPPT-PI, since the latter approach undergoes a transient response which is within the desired limit of ±100 volts. This is illustrated in Fig. 6(c)-(d). The difference between the FMPPT-BS and FMPPT-PI controlled system/uncontrolled system can be seen in Fig. 7 in terms of electrical power generated. The electrical output power for FMPPT-BS (Fig. 7(c)) control is found to be much higher than both uncontrolled case (Fig. 7(a)) and FMPPT-PI control (Fig. 7(b)).
Table 4 The OWC plant performance with the LRT and the FMPPT

<table>
<thead>
<tr>
<th>Average pressure drop (Pa)</th>
<th>Flow coefficient estimation</th>
<th>Average turbine efficiency (%)</th>
<th>Average mechanical power (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LRT</td>
<td>FMPPT</td>
<td>LRT</td>
</tr>
<tr>
<td>1500</td>
<td>0.1840</td>
<td>0.1840</td>
<td>24.94</td>
</tr>
<tr>
<td>2000</td>
<td>0.2150</td>
<td>0.2400</td>
<td>27.20</td>
</tr>
<tr>
<td>2500</td>
<td>0.2370</td>
<td>0.2923</td>
<td>28.70</td>
</tr>
<tr>
<td>3000</td>
<td>0.2530</td>
<td>0.2781</td>
<td>29.60</td>
</tr>
<tr>
<td>3500</td>
<td>0.2640</td>
<td>0.2890</td>
<td>30.49</td>
</tr>
<tr>
<td>4000</td>
<td>0.2724</td>
<td>0.2960</td>
<td>30.70</td>
</tr>
<tr>
<td>4500</td>
<td>0.2780</td>
<td>0.2999</td>
<td>30.70</td>
</tr>
</tbody>
</table>

5.2. Irregular Waves

Next, the pressure behaviour of irregular waves which is characterized close to realistic sea is considered. The flow coefficient is forced to remain within the permissible range even under uncertain conditions of pressure drops as observed in Fig. 8(a). The corresponding variation in rotor speed achieved by two controllers has been shown in Fig. 8(b). As observed, FMPPT-BS control scheme successfully tracks the reference rotational speed as specified against the variations in pressure drops. The rotor voltage parameters undergo transient at the onset of input pressure change as indicated in Fig. 8(c). Further the required control effort by

FMPPT-BS scheme as shown in Fig. 8(d) does not have undue transient unlike FMPPT-PI scheme.
5.3. JONSWAP Irregular Wave Model

Now, the proposed FMPPT-BS control strategy is validated on JONSWAP irregular wave model using WAFO (Wave Analysis for Fatigue and Oceanography) toolbox [36, 37]. The JONSWAP wave spectrum is obtained from real sea wave measurements to characterize the ocean waves for the North Sea (Atlantic Ocean). As shown in Fig. 9(a), the wave energy spectrum is distributed over 0.35 rad/s to 1.5 rad/s, having highest energy component at 0.574 rad/s. This wave model is based on stochastic modelling and thus generates unseen wave patterns. Fig. 9(b) shows the pressure profile generated from JONSWAP spectrum. There is very large variation in differential pressure of OWC chamber reflecting the real nature of ocean wave energy. The performance of the FMPPT-BS and PI control technique is shown in Fig. 10 (a)–(b) in which the actual rotor speed tracks the reference very precisely. Also, the control voltages remain in the limit as shown in Fig. 10 (c)–(d).

![JONSWAP wave spectrum](image)

*Fig. 9* JONSWAP irregular wave model

The quantitative performance comparison of FMPPT-BS and FMPPT-PI controllers using an integral square error (ISE) is given in Table 5. This further proves the efficacy of proposed FMPPT-BS control as the ISE values in this scheme remain lower than the FMPPT-PI control.

**Table 5** ISE performance for different wave profiles

<table>
<thead>
<tr>
<th>Wave profile</th>
<th>$ISE = \int_{0}^{\infty} e^2(t) , dt$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FMPPT-BS</td>
</tr>
<tr>
<td>Regular</td>
<td>927.4</td>
</tr>
<tr>
<td>Irregular</td>
<td>929.2</td>
</tr>
<tr>
<td>JONSWAP</td>
<td>950.8</td>
</tr>
</tbody>
</table>

6. Conclusion

In this work, the simulation studies have been carried out for OWC wave power plant to maximize its output power. In order to estimate the flow coefficient under various pressure drop conditions, linear reference tracking and fuzzy MPPT approaches were applied. Further, the backstepping control scheme was suggested in the controller design to track the rotational speed for various conditions. A comparatively higher turbine efficiency has been achieved using fuzzy MPPT with the BS controller. The performance of designed controller was compared with conventional PI type controller. The fuzzy MPPT-BS controller scheme performed satisfactorily in tracking of optimum reference rotational speed for regular waves and irregular waves. Also, the required control effort remained in the desired limit without undue transients. Finally, the proposed controller was also validated with JONSWAP spectrum based irregular wave model. The simulation results demonstrated that the proposed control scheme performed effectively under realistic sea conditions.
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*Fig. 10* Performance of OWC wave power plant for JONSWAP irregular wave model
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