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Abstract- Prediction and assessment of solar radiation are necessary pre-requisites in developing solar technology. Here, an 

artificial neural network (ANN) model has been developed to predict potential of solar energy in the Southern part of India: 

Andhra Pradesh (AP) and Telangana State (TS), lie between 12°41' and 22°N latitude and 77° and 84°40'E longitude. 

Generalized feed-forward with back-propagation neural networks were considered using MATLAB. Three layered neural 

network with different architectures are designed and evaluated. For training and testing the network, geographical and 

meteorological data of 28 sites over a period of recent 22 years from the NASA geo-satellite database were taken. 

Geographical parameters (latitude, longitude and altitude), meteorological data (temperature, sunshine duration, relative 

humidity and precipitation) along with month were used as input data, whereas the mean solar radiation was used as the output 

of the network. All the parameters taken here are in the form of monthly mean. The ANN model has been evaluated for test 

locations by calculating mean absolute percentage error (MAPE). The correlation coefficients (R-value) between the output of 

model and the measured value of solar radiation is calculated.  The R-value was more than 0.95, which show high reliability of 

the model for prediction of solar radiation anywhere within AP and TS. Solar radiation of major cities was predicted using 

developed model. Predicted solar radiation is analyzed and used to create monthly mean maps using GIS technology. These 

maps can be useful to estimate solar energy potential at any locations within AP and TS. 

Keywords- Solar radiation; Artificial neural network; Renewable energy; GIS technology; Modelling. 

1. Introduction 

The demand for energy has been tremendously 

increased since the middle of last century, due to industrial 

development, increase in global economy and population 

growth. To meet the energy demand, fossil fuels are being 

extensively used which lead to continuous increase in 

greenhouse gas emission. In this way, clean energy is 

becoming the center of attraction for researchers 

worldwide to work towards a sustainable future, and 

reducing the effect of climate change and global warming 

[1, 2]. Solar and wind are considered renewable 

alternatives as both are widely available and economically 

viable for power production at large scale [3–6]. 

Nowadays, both wind and solar energy is being evaluated 

and analyzed for efficient utilization across the globe [7–

10]. Wind energy has been estimated in in Chad [11] and 

Techno-Economic Analysis of a Hybrid PV-Wind Turbine 

System is carried out in Jordan [12]. The potential Solar 

energy is evaluated in Odisha, India [5]. Among both wind 

and solar, sun provides heat and light, which can be 

transformed to any useful forms of energy [13]. In 

developing countries, exploring and maximum utilization 

of the solar energy can play vital role to address energy 

crises  [1]. As in India, due to urbanization at an annual 

rate of 2.67%, demand for electricity increased by 35.19% 

in the last 5 years and with the generation capacity of 

225GW, India faced a peak and energy shortage of 9% and 

8.7% in 2012-2013 respectively [14]. The penetration of 

renewable energy has been also inspired by reasons, for 

instance, environmental concerns, incentive polices and 

increased demand of energy across the globe. A key 

decision for energy production companies is finding the 

best location to develop renewable energy technology at 

the same time to choose which one is best energy source 

(alone or combination of sources) for productivity. 
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Technology for solar energy has an extraordinarily rapid 

growth in the last two decades, and now it is a developed, 

reliable and commercially available technology for 

electricity production. 

Fortunately, tropical countries like India are blessed 

with immense solar energy potential [2]. Major parts of 

India get about three hundred sunshiny days in a year with 

about eight hours’ sunshine per day and solar radiation in a 

range of 4 to 7 kWh/m2/day. Currently, India is one of the 

precursors in the renewable energy markets globally, after 

JNNSM (Jawaharlal Nehru National Solar Mission) 

brought it under a policy framework in 2009 within the 

purview of National Action Plan on Climate Change 

(NAPCC). The solar power generation in India is 

expanding fast; it was 3MW in 2008 and reached over 

8262MW in 2016. In 2015 government of India increased 

its solar plans, aiming at huge investment with a target of 

20GW by 2020. To realize the growth envisaged by a 

market study conducted by the World Bank [15], and to 

comprehend the challenges in the development of solar 

energy, most of the inventor claims that the time given to 

complete the target in the JNNSM is impractical. 

Insufficient data is pointed out as one of the key barriers 

[15].  In these situations, it is vital that quality information 

about solar energy potential on local level is obtainable so 

that optimal design for solar energy technology can be 

developed. Presently in India, there are only limited 

location with measuring instruments which have solar 

energy potential data. Solar radiations modelling and 

mapping at a specific site are prerequisites in the design 

and planning process of solar energy system [16, 17]. 

Hence, measuring or prediction of solar potential is crucial 

parameter to the development and assessment of solar 

energy technology. Indian Meteorological Department 

(IMD), Pune, is the national agent responsible for 

recording and filling daily meteorological data. 

Nevertheless, while IMD records other parameters for 

various sites in India, there are very limited set up 

pyrometers for recording solar radiation intensities. 

Therefore, insufficient and imprecise record of solar 

radiations and other parameters is still parts of the key 

challenges in developing technology for renewable energy 

applications. The shortage in meteorological data has led 

to limited study and finally the utilization of solar potential 

in India. As India is a big country with diverse climate, a 

state-wise investigation of solar potential based on 

geographical condition is needed. This work is intended to 

overcome some of these limitations by developing a model 

to estimate solar potential at sites by taking geographical 

and meteorological information as input parameters. 

Artificial neural network (ANN) model is a estimation 

tool, widely considered as an alternative method which can 

tackle complex and undefined problems [18, 19]. They are 

capable of learning from samples and handling random 

and inadequate data. Non-linear problems can be 

addressed using ANN. After training, ANN can predict 

and generalize with high accuracy. ANN has diverse 

applications in various engineering and science fields, such 

as, automation, pattern recognition, predicting, computer 

science, industrial, optimization, and medical sciences. 

ANN has been considered in the modelling of complex 

systems and applied for forecast of solar potential around 

the world. In Turkey, ANN model has been used to 

forecast solar radiation [16]. Daily solar radiation has been 

predicted and efficacy of photovoltaic system was 

improved using ANN [20–22]. Pure ANN and ANN with 

Computational Fluid Dynamics has been studied to predict 

wind power in hilly area [23]. An adaptive wavelet 

network model for predicting daily total solar potential in 

Algeria was reported by Mellit et al. [24]. Kalogirou 

presented a detailed overview on application of ANN [18].  

Jani et al. applied ANN to study the Performance of solid 

desiccant - vapor compression and rotary solid desiccant 

dehumidifier in air conditioning system for hot and humid 

climatic zone of North India [25, 26].  A comparison 

between ANN and other model like simple regression has 

been presented by Mellit and Kalogirou [27]. It is 

concluded that ANN models are fast and efficient in 

solving complicated problem. Geographic Information 

System (GIS) technology was commonly used by 

researchers to present predicted energy potential from 

ANN model in the form of maps. That map gives good 

visual for available solar potential and helps to site 

selection and designing solar technology. GIS technology 

was used to plot a solar radiation map in Oman [28]. GIS 

technology is also useful for mapping all forms of energy 

potentials. Wind energy potential map has been presented 

by Ramachandra and Shruthi using GIS in India [29]. In 

above mentioned studies, parameters used to develop the 

ANN model are few. Here, eight input parameters, which 

are different from the other studies, are considered to 

develop the ANN model. Furthermore, ANN model is 

optimized, which gives significantly high accuracy. 

In this work, ANN model has been developed using 

feed-forward, back-propagation, multilayer perceptron 

neural networks. Model is then used to predict the mean 

solar potential. To develop the model, data of 28 locations 

is taken within Andhra Pradesh (AP) and Telangana state 

(TS), India, during the last 22 years. The model has eight 

input parameters and one output parameter. Primarily, 

reliability of ANN model has been studied for non-linear 

relationship between solar radiation and other input 

parameters, and validated with test location. Thereafter, 

mean solar radiation was predicted using the developed 

model for major cities in AP and TS with unavailability of 

solar radiation data. Predicted solar radiation was 

presented as solar potential mapping using GIS 

technology. 

2. Data Collection 

To carry out this work, 28 locations were identified in 

AP and TS, India with an interval of 1 degree in latitude 

and 1 degree in longitude. Data were obtained for all 

specified locations during the period of 22 years (1983 - 

2005). The source of data is NASA geo-satellite database. 

The data used here are monthly mean meteorological 

parameters for a given geographical location. Temperature, 

sunshine duration, relative humidity, precipitation and 
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solar radiation were taken as meteorological parameters. 

Three sets of data were made out of 28 locations consisting 

data of 20, 4 and 4 locations respectively. The first set with 

20 locations, second set with 4 locations and third set with 

4 locations are applied to train the model, validate the 

efficiency of model and test the model for accuracy 

respectively. The test location is selected randomly at 

different location. Every location has meteorological data 

for 12 months. Each input data set for the model has 

combination of 3 geographical coordinates (latitude, 

longitude and altitude), and 4 meteorological data (mean 

temperature, mean sunshine duration, mean relative 

humidity, and mean precipitation) along with month of the 

year (1 to 12). In total there are 8 data in each input data 

set which corresponds to one output as solar radiation. 

Which means, the model was trained and validated with 

(20+4)x12 = 288 input data set and tested with 4x12 = 48 

data set. In order to evaluate prediction ability of the 

model at new locations, data for test location were 

separated from training and validation data taken to 

develop the model. Geographical parameters of the 

locations used for training and testing the networks are 

given in Table 1. In Table 2, the mean solar radiation data 

for given location were presented. Map of AP and TS with 

the location of the 28 stations taken to develop the model 

is presented in Figure 1. All 28 stations are evenly 

distributed over AP and TS as seen Figure 1. For selected 

location (first 10 location), the mean sunshine durations 

are shown in Figure 2. 

Table 1. Geographical location of data stations. 

No. Lat. Long. No. Lat. Long. No. Lat. Long. No. Lat. Long. 

1 19.5 78.5 8 18.5 83.5 15 17.5 82.5 22 15.5 78.5 

2 19.5 79.5 9 18.5 84.5 16 16.5 77.5 23 15.5 79.5 

3 18.5 77.5 10 17.5 77.5 17 16.5 78.5 24 14.5 77.5 

4 18.5 78.5 11 17.5 78.5 18 16.5 79.5 25 14.5 78.5 

5 18.5 79.5 12 17.5 79.5 19 16.5 80.5 26 14.5 79.5 

6 18.5 80.5 13 17.5 80.5 20 16.5 81.5 27 13.5 78.5 

7 18.5 82.5 14 17.5 81.5 21 15.5 77.5 28 13.5 79.5 

 

 

Fig. 1. Location of sites on AP and TS Map used in ANN model 

 

Table 2. Mean solar radiation (in KW h/m2) of 28 locations 

No. January February March April May June July August September October November December 

1 4.88 5.73 6.34 6.68 6.59 4.83 4.04 3.84 4.67 5.07 4.93 4.71 
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2 4.8 5.65 6.23 6.64 6.51 4.76 3.91 3.77 4.59 5.01 4.91 4.66 

3 5.05 5.88 6.4 6.65 6.58 5.01 4.23 4.16 4.79 5.09 5.01 4.78 

4 4.98 5.78 6.39 6.66 6.48 4.83 4.19 4.05 4.67 5 4.91 4.72 

5 4.87 5.67 6.37 6.65 6.38 4.8 4.09 3.97 4.59 4.96 4.9 4.72 

6 4.86 5.63 6.29 6.68 6.4 4.58 3.81 3.64 4.44 4.84 4.93 4.75 

7 4.97 5.78 6.23 6.61 6.21 4.26 3.4 3.31 4.08 4.68 4.74 4.7 

8 4.81 5.53 6.03 6.3 6.03 4.25 3.64 3.6 4.12 4.53 4.51 4.53 

9 4.75 5.5 6.22 6.54 6.19 4.55 4.07 4.05 4.36 4.58 4.43 4.45 

10 5.15 5.96 6.47 6.55 6.44 4.91 4.26 4.24 4.67 4.97 5 4.84 

11 5.05 5.82 6.36 6.51 6.28 4.84 4.26 4.18 4.51 4.79 4.84 4.74 

12 4.88 5.7 6.38 6.5 6.18 4.87 4.26 4.17 4.55 4.74 4.75 4.63 

13 4.8 5.58 6.28 6.61 6.21 4.68 4.05 3.94 4.49 4.63 4.79 4.63 

14 4.81 5.58 6.21 6.52 6.11 4.51 3.81 3.77 4.29 4.49 4.72 4.61 

15 4.83 5.62 6.14 6.5 6.06 4.41 3.8 3.83 4.16 4.44 4.55 4.56 

16 5.18 5.93 6.41 6.51 6.23 5.07 4.38 4.42 4.78 4.86 4.91 4.82 

17 5.05 5.79 6.34 6.48 6.13 4.97 4.42 4.36 4.59 4.72 4.74 4.7 

18 4.87 5.58 6.28 6.47 6.08 4.91 4.3 4.3 4.55 4.49 4.57 4.53 

19 4.7 5.54 6.28 6.53 6.05 4.81 4.17 4.26 4.53 4.34 4.53 4.47 

20 4.74 5.49 6.19 6.39 5.99 4.67 4.09 4.22 4.37 4.28 4.51 4.47 

21 5.23 6.02 6.55 6.6 6.28 5.14 4.59 4.61 4.92 4.76 4.82 4.84 

22 5.09 5.85 6.35 6.55 6.15 4.96 4.34 4.41 4.63 4.51 4.59 4.67 

23 4.82 5.69 6.28 6.44 6.02 4.88 4.25 4.34 4.59 4.26 4.29 4.34 

24 5.26 6.11 6.54 6.55 6.2 5.14 4.67 4.71 5 4.67 4.59 4.75 

25 5.2 6.07 6.49 6.63 6.21 5.14 4.57 4.65 4.91 4.51 4.46 4.59 

26 4.87 5.84 6.4 6.58 6.05 5.03 4.44 4.59 4.84 4.26 4.08 4.15 

27 5.22 6.03 6.43 6.45 6.09 5.18 4.65 4.75 4.96 4.48 4.33 4.55 

28 4.93 5.85 6.42 6.45 5.94 5.09 4.59 4.73 4.88 4.3 4.05 4.23 

 

3. ANN Approaches 

ANN is a computational model, branch of artificial 

intelligence. ANN is based on the structure and functions 

of biological neural networks. This have the ability to train 

themselves, store for future calculation and recall the data 

for prediction based on input dataset. One of the unique 

feature of ANN models is, it establishes a typical kind of 

relation among distinct input parameters. Moreover, it 

provides weighting to each parameters based on that 

relation. The main components of a standard neural 

network are input units, junctions or nodes, output units. 

All three components are arranged in a series of layers, 

starting from input to hidden to output layers. The 

connections between components are established by some 

number, which is known as weight. This weight could be 

either positive or negative. The component got higher 

weight number is considered as having high influence in 

the relation. 

In present study, the multi-layer, feed-forward with 

back propagation neural networks (FBPNN) model is used 

to predict solar radiations through geographical parameters 

and mean monthly meteorological data as inputs. This 

ANN model is considered as the most efficient and 

popular among the recent researchers for undefined 

complex problem.  The FBPNN model evidenced to be the 

best for diverse data condition, giving considerably highest 

correlation coefficient values. In figure 3 general 

schematic of ANN model is given. In present study there 

are eight input parameters to model. Output of the model is 

solar radiation. Five steps have been followed to develop 

the ANN model, as shown in flow chart Figure 4. 

4. Design of ANN Model 

ANN model based on FBPNN was developed in 

MATLAB. The model network is composed of 3 layers 

which is; i) input ii) hidden and iii) output layer. As shown 

in figure 3, the basic architecture of network has 8 neurons 

in input layer and one neuron in output layer with varying 

number of neurons in hidden layer. Each neuron in input 

layer takes one input parameters. One neuron in output 

layer is to give estimated value of solar radiation based on 

relation established in hidden layer among input 

parameters. 



 978 

Technically, in any ANN model, information flows in 

both the directions. First information goes to model as 

input to train the model. Once training is done, the model 

will give us information as output with accepted errors 

range. Critical part in ANN model development is training 

with input data, because of knowledge received that 

includes of updating or adjusting the baises in networks 

through various algorithms. These weights are updated 

until the ANN model restores the target output. There is a 

feedback mechanism in the model called backpropagation. 

Backpropagation matches the output generated by model 

with actual or measured value. Initially model was 

designed with multiple combinations of parameters, and 

different structures of network with single hidden layers. 

Double hidden layers were also tested where the number 

of neurons in each hidden layer varied from 1 to 15. The 

structure of ANN model with one hidden layer gives high 

accuracy. Therefore, network with one hidden layer is 

considered for study and results are presented for the same.  

 

 
Fig. 2. Sunshine durations for 10 stations for representation. 

 

 

Fig. 3. Architecture of ANN model in current study. 
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Fig. 4. Flowchart to develop ANN model. 

5. Results and Discussion 

5.1.  ANN Model 

Training and testing of data yield predicted values and 

then these values have to be compared with the actual 

output value. This comparison is done using mean average 

percentage error (MAPE), given by the following formula: 

 

Here, Hai represents the actual solar radiation, Hei 

represents the estimated solar radiation and n stands for the 

number of testing examples. 

Number of neurals in hidden layers
 

Fig. 5. Variation of MAPE with number of neurons in 

hidden layer. 

MAPE predicts the accuracy of a given forecasting 

method and expresses accuracy as percentage and neglects 

the signs of errors. MAPE values were calculated in all 

different architecture of model. Model has been evaluated 

for number of neurons in hidden layer, start with one and 

then increased to 15. It was observed that the MAPE first 

decreases with increase in number of neurons in hidden 

layer and then increases after a certain number. Optimum 

number of neurons is found for minimum MAPE and then 

considered for further calculations. The MAPE was 

calculated for each month of each location. The MAPE for 

training location will be minimum for obvious reason, 

which is not reported here. The average MAPE over 12 

months for four test location is studied and presented. Fig. 

5 shows the variation of MAPE with number of neurons in 

hidden layer and it is found that 9 neurons in one hidden 

layer are giving better results with minimum MAPE as 

2.16, which is considered as optimum model for prediction 

of solar radiation. Optimum model is also simulated with 

varying number of iteration. The minimum MAPE has 

come with 25 iterations for the training of network. It can 

be noted from figure 5 that prediction of solar radiation 

from the optimum model is close and similar in their trend 

to the measured data. MAPE calculation shows that the 

error in predicted value is less than 2.5%. R-value has 

calculated to check the overall efficiency of the optimum 

model. It can be seen from figure 6, the optimum model 

gives R-value 0.999 for training, 0.989 for validation, 

0.987 for testing and 0.996 for all data, the corresponding 

R2 values (coefficient of determination) are 0.998, 0.979, 

0.975 and 0.992 respectively. With all these statistics it can 

be clearly stated that the model estimation is acceptable 

with permissible error.  
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Fig. 6. Performance of developed ANN model. R-value for training, validation, testing, and whole datasets for network with 

optimal configuration. 

For better understanding and detail visualization of 

efficiency of developed model, predicted solar radiation 

was compared and plotted with actual value for all 12 

months. This comparison has been done for the test 

locations. Figure 7 presents the comparison plot for 4 test 

location (station No. 25 to 28 from table 1). The result 

indicates great fitting of value and prediction for each 

month is very near to actual value for all test location. This 

assured that the model is reliable and can be used to 

estimate solar radiation any location within AP and TS 

where the solar radiation data is not available. The average 

MAPE for four test location is given in table 3 shows 

accuracy of predicted value is significantly high. The 

developed model is capable to predict solar radiation with 

acceptable accuracy within AP and TS. This model can 

predict solar radiation taking input parameters at any 

location within the boundary where instrument is not 

installed for measurement of solar radiation. Solar 

radiation can be predicted in the form of monthly mean 

value for each month individually at any locations. The 

optimum model was then used to predict the solar 

radiation for 15 different major towns in AP and TS. 

Table 3. MAPE of test locations. 

Test location  1 2 3 4 

Station No. 25 26 27 28 

MAPE 2.02 2.19 2.41 2.00 
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Fig. 7. Testing the model efficiency by comparing predicted with measured values for four test locations, (a) station No. 25, 

(b) station No. 26, (c) station No. 27, and (d) station No. 28. 

Table 4. Statistical presentation of monthly mean solar 

radiation in AP and TS. 

  Solar radiation potential kW h/m2 day  

Month Max. Min. Ave. SD 

1 5.26 4.70 4.95 0.16 

2 6.11 5.49 5.76 0.18 

3 6.55 6.03 6.33 0.12 

4 6.68 6.30 6.54 0.09 

5 6.59 5.94 6.22 0.18 

6 5.18 4.25 4.82 0.25 

7 4.67 3.40 4.19 0.31 

8 4.75 3.31 4.17 0.37 

9 5.00 4.08 4.59 0.24 

10 5.09 4.26 4.65 0.25 

11 5.01 4.05 4.66 0.26 

12 4.84 4.15 4.61 0.17 

5.2.  Mapping of solar potential  

The output of the model, solar radiation in 

monthly mean format, for January–December was 

analyzed using GIS technology. ArcGIS 10.0 is used 

in present work for mapping of solar radiation. 

ArcGIS 10.0 is a geographic information system 

which can analyzed and develop map. To develop 

map there are various technique available such as, one 

is presented by Famoso et. al. to study Ozone 

Concentration in Catania, Italy [30]. We used Kriging 

method to generate surface plot as it is well 

established and accepted technique. In this method 3D 

surface plot is generated using scattered Z-value with 

X-Y co-ordinate. Here, solar radiation is taken as Z-

value and geographical co-ordinates (lat. And long.) is 

considered as X-Y co-ordinate. The solar radiation at 

all available location with their geographical co-

ordinates is imported to ArcGIS and converted into 

shape file. Then the kriging method is applied to 

interpolate and to create the surface plot. Kriging is 

based on geo-statistical analysis which involves auto-

correlation. It considered both distance and direction 

and fits a relation to each surrounding point. The 

Surface plot is then analyze using spatial analyst to 

form a contour plot of solar radiation. The steps used 

to create map in this study are summarized in Figure 

8. This contour map is generated for each month, 

which is given in figure 9-20. The interval of contour 

is kept as 0.1 kW h/m2 day, the contours are iso-lines 

and solar radiation value along the line is constant. 

The maps can provide better visualization and 

understanding of solar potential within the concern 

region in all month. It also helps to find the hot spot 

for solar potential and make better decision. It is 

found from the maps (Figs. 8-19) that solar potential 

varied widely across region and month to month. It is 

high in west region and getting low as we go to the 

east. As it can be seen in the figures, there is sufficient 

solar energy available in AP and TS, especially in 

March, April and May. Table 4 is the statistical 

presentation of solar potential in AP and TS. It can be 
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noted that the solar potential in AP and TS varies from 

6.68 to 3.31 kW h/m2day. April has the maximum 

solar potential 6.68 kW h/m2day and minimum solar 

potential is available in August as 3.13 kW h/m2day 

(Table 4). The solar radiation value is stable in April 

as it has least standard deviation as 0.09 and unstable 

in August with high standard deviation as 0.37.  

 

Fig. 8. Steps evolve in generation of contour map of 

solar radiation using GIS technology. 

 

Fig. 9. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (January). 

 

Fig. 10. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (February). 

 

Fig. 11. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (March). 

 

Fig. 12. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (April). 

 

Fig. 13. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (May). 
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Fig. 14. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (June). 

 

Fig. 15. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (July). 

 

Fig. 16. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (August). 

 

Fig. 17. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (September). 

 

Fig. 18. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (October). 

 

Fig. 19. Contour map of solar radiation (kW h/m2 day) 

for AP and TS (November). 
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Fig. 20. Contour map of solar radiation (kW h/m2 day) for 

AP and TS (December). 

6. Conclusion 

A FBPNN based predictive model is developed for 

estimation of solar energy and estimation was mapped it 

using GIS approach in southern part of India. The 

developed ANN model is optimized for number of neurons 

in hidden layer. The input to the model are meteorological 

data along with location (lat., long., and alt.) and month. 

Model was trained to give solar radiation as output. 

Meteorological data at 28 different locations is used to 

develop model. Model was trained with data of 20 

locations and validated with 4 locations. Remaining data 

of 4 locations was kept aside and not used for model 

development, which was used to test the model. This was 

to ensure the model efficiency. 

To evaluate the model performance, MAPE was 

calculated. Nine neurons in one hidden layer has been 

found giving least MAPE for all four test location in this 

study. The average MAPE for test location is 2.16. The 

developed model gives an error less the 2.5%, which can 

be considered as quite good accuracy. The R-value showed 

by model was 0.98745 for test data. The model can be 

considered as capable to estimate solar radiation at any 

locations all over the AP and TS with high accuracy. It is 

found that the highest solar radiation available is 6.68 kW 

h/m2day in the month of April and lowest is 3.31 kW 

h/m2day in the month August. It has been seen that the 

solar radiation is high in west region and decrease towards 

east of AP and TS.  

Predicted solar radiation was analyzed and mapped 

using GIS technology. Kriging method was used to 

interpolate between the segregated points and generate the 

surface for mean solar radiation value. Surface plot is then 

used to create contour plot of solar radiation with an 

interval of 0.1 kW h/m2day. The contour map was plotted 

for each month separately.  These maps will give better 

visualization of solar potential in AP and TS, which will 

help the decision maker to find hot spot for solar 

technology. 

 

Acknowledgments 

We thank NASA website. These data were acquired 

from the NASA Langley Research Center and Solar 

Energy web portal supported by the NASA LaRC POWER 

Project. 

References 

[1] N. K. Sharma, P. K. Tiwari, and Y. R. Sood, “Solar 

energy in India: Strategies, policies, perspectives 

and future potential,” Renew. Sustain. Energy Rev., 

vol. 16, no. 1, pp. 933–941, Jan. 2012. 

[2] T. Muneer, M. Asif, and S. Munawwar, “Sustainable 

production of solar electricity with particular 

reference to the Indian economy,” Renew. Sustain. 

Energy Rev., vol. 9, no. 5, pp. 444–473, 2005. 

[3] R. K. Pachauri and Y. K. Chauhan, “Assessment of 

Wind Energy Technology Potential in Indian 

Context,” Int. J. Renew. Energy Res. IJRER, vol. 2, 

no. 4, pp. 773–780, Dec. 2012. 

[4] A. Rasheed, J. W. Lee, and H. W. Lee, “Feasibility 

Evaluation of the Wind Energy as an Alternative 

Energy Source for the Irrigation of Greenhouse 

Crops,” Int. J. Renew. Energy Res. IJRER, vol. 6, 

no. 4, pp. 1545–1555, 2016. 

[5] P. G. Kale and R. Tarai, “Development of rasterized 

Map using PVGIS for assessment of Solar PV 

energy potential of odisha,” Int. J. Renew. Energy 

Res. IJRER, vol. 6, no. 1, pp. 61–73, 2016. 

[6] A. Yadav and N. Kumar, “Solar Resource 

Estimation Based on Correlation Matrix Response 

for Indian Geographical Cities,” Int. J. Renew. 

Energy Res. IJRER, vol. 6, no. 2, pp. 695–701, 

2016. 

[7] M. Quraan, Q. Farhat, and M. Bornat, “A new 

control scheme of back-to-back converter for wind 

energy technology,” in 2017 IEEE 6th International 

Conference on Renewable Energy Research and 

Applications (ICRERA), 2017, pp. 354–358. 

[8] S. Demirbas, R. Bayindir, A. Ova, U. Cetinkaya, 

and M. Yesil, “Stability analysis of an offshore wind 

farm connected to turkish electricity transmission 

system,” in 2016 IEEE International Conference on 

Renewable Energy Research and Applications 

(ICRERA), 2016, pp. 314–318. 

[9] M. Yesilbudak, M. Colak, R. Bayindir, and H. I. 

Bulbul, “Very-short term modeling of global solar 

radiation and air temperature data using curve fitting 

methods,” in 2017 IEEE 6th International 

Conference on Renewable Energy Research and 

Applications (ICRERA), 2017, pp. 1144–1148. 

[10] M. Yesilbudak, M. Çolak, and R. Bayindir, “A 

review of data mining and solar power prediction,” 

in 2016 IEEE International Conference on 

Renewable Energy Research and Applications 

(ICRERA), 2016, pp. 1117–1121. 

[11] M. Abdraman, A. Tahir, D. Lissouck, M. Kazet, and 

R. MOUANGUE, “Wind Resource Assessment in 

the City of N’djamena in Chad,” Int. J. Renew. 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
K. Anwar and S. Deshmukh, Vol.8, No.2, June, 2018 
 

 985 

Energy Res. IJRER, vol. 6, no. 3, pp. 1022–1036, 

2016. 

[12] E. C. Okonkwo, C. F. Okwose, and S. Abbasoglu, 

“Techno-Economic analysis of the potential 

utilization of a hybrid PV-wind turbine system for 

commercial buildings in Jordan.,” Int. J. Renew. 

Energy Res. IJRER, vol. 7, no. 2, pp. 908–914, 

2017. 

[13] W. A. Hermann, “Quantifying global exergy 

resources,” Energy, vol. 31, no. 12, pp. 1685–1702, 

Sep. 2006. 

[14] Ministry of Power, India, “Annual Report,” 2012. 

[15] World Bank and Energy Sector Management 

Assistance Program (ESMAP), “Report on barriers 

for solar power development in India,” 2010. 

[16] A. Sözen, E. Arcaklioǧlu, M. Özalp, and E. G. 

Kanit, “Use of artificial neural networks for 

mapping of solar potential in Turkey,” Appl. Energy, 

vol. 77, no. 3, pp. 273–286, Mar. 2004. 

[17] M. A. C. Chendo, “Non-conventional energy source: 

development, diffusion and impact on human 

development index in Nigeria,” Niger. J. Renew. 

Energy, vol. 9, no. 1&2, pp. 91–102, 2001. 

[18] S. A. Kalogirou, “Artificial neural networks in 

renewable energy systems applications: a review,” 

Renew. Sustain. Energy Rev., vol. 5, no. 4, pp. 373–

401, Dec. 2001. 

[19] D. B. Jani, M. Mishra, and P. K. Sahoo, 

“Application of artificial neural network for 

predicting performance of solid desiccant cooling 

systems – A review,” Renew. Sustain. Energy Rev., 

vol. 80, pp. 352–366, Dec. 2017. 

[20] N. Kumar, U. K. Sinha, S. P. Sharma, and Y. K. 

Nayak, “Prediction of Daily Global Solar Radiation 

Using Neural Networks With Improved Gain 

Factors and RBF Networks,” Int. J. Renew. Energy 

Res. IJRER, vol. 7, no. 3, pp. 1235–1244, 2017. 

[21] N. KUMAR, S. P. Sharma, U. K. Sinha, and Y. K. 

Nayak, “Prediction of solar energy based on 

intelligent ANN modeling,” Int. J. Renew. Energy 

Res. IJRER, vol. 6, no. 1, pp. 183–188, 2016. 

[22] M. Heidari, “Improving efficiency of photovoltaic 

system by using neural network MPPT and 

predictive control of converter,” Int. J. Renew. 

Energy Res. IJRER, vol. 6, no. 4, pp. 1524–1529, 

2016. 

[23] M. Burlando and C. Meissner, “Evaluation of Two 

ANN Approaches for the Wind Power Forecast in a 

Mountainous Site,” Int. J. Renew. Energy Res. 

IJRER, vol. 7, no. 4, pp. 1629–1638, 2017. 

[24] A. Mellit, M. Benghanem, and S. A. Kalogirou, “An 

adaptive wavelet-network model for forecasting 

daily total solar-radiation,” Appl. Energy, vol. 83, 

no. 7, pp. 705–722, Jul. 2006. 

[25] D. B. Jani, M. Mishra, and P. K. Sahoo, 

“Performance prediction of solid desiccant – Vapor 

compression hybrid air-conditioning system using 

artificial neural network,” Energy, vol. 103, pp. 

618–629, May 2016. 

[26] D. B. Jani, M. Mishra, and P. K. Sahoo, 

“Performance prediction of rotary solid desiccant 

dehumidifier in hybrid air-conditioning system using 

artificial neural network,” Appl. Therm. Eng., vol. 

98, pp. 1091–1103, Apr. 2016. 

[27] A. Mellit and S. A. Kalogirou, “Artificial 

intelligence techniques for photovoltaic 

applications: A review,” Prog. Energy Combust. 

Sci., vol. 34, no. 5, pp. 574–632, Oct. 2008. 

[28] A. Gastli and Y. Charabi, “Solar electricity 

prospects in Oman using GIS-based solar radiation 

maps,” Renew. Sustain. Energy Rev., vol. 14, no. 2, 

pp. 790–797, Feb. 2010. 

[29] T. V. Ramachandra and B. V. Shruthi, “Wind 

energy potential mapping in Karnataka, India, using 

GIS,” Energy Convers. Manag., vol. 46, no. 9, pp. 

1561–1578, Jun. 2005. 

[30] F. Famoso, J. Wilson, P. Monforte, R. Lanzafame, 

S. Brusca, and V. Lulla, “Measurement and 

Modeling of Ground-Level Ozone Concentration in 

Catania, Italy using Biophysical Remote Sensing 

and GIS,” Int. J. Appl. Eng. Res., vol. 12, no. 21, pp. 

10551–10562, 2017. 

 


